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The paper evaluates the effectiveness of the electromechanical shock absorber for a sub-
way car based on dynamic quality indicators. To determine them, a method of synthesis 
of random forced vertical oscillations of a dynamic model of a subway car was developed, 
which is based on the method of sliding summation taking into account the spectral density 
obtained when processing the test results of a subway car. Also in the work the technique on 
definition of indicators of dynamic quality of the metrocar with electromechanical shock-
absorbers which is based on modeling of processes of movement of the subway car on a site 
of a way with casual roughness and definition, by results of modeling, indicators of dynamic 
quality is created.  The study of forced random oscillations of the dynamic model of a 
subway car showed that the spring suspension based on electromechanical shock absorbers 
has a significant advantage over the central spring suspension for all quality indicators in 
the entire range of speeds. The dependence of the average power generated by the  shock 
absorber  is established.
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1. Introduction
Investigation of rail vehicles dynamics is one of the main elements in 
developing new vehicle designs, approval process and shaping and 
monitoring the railway track geometry [2,10]. A key factor in such 
investigations is random track irregularities which arise due to repete-
tive load from running vehicles [11]. These irregularities disturb the 
railway vehicle motion and result in vehicle vibrations which affect  
the ride comfort of travelling passengers [6] and the safety of the 
freight transportation [4,24].

The comfort of subway passengers is directly related to the smooth 
movement of subway cars. To ensure it, it is necessary to have an 
effective system for damping vehicle vibrations [15]. The system of 
damping oscillations on most subway cars usually has two, different 

parameters of the degree of spring suspension. Conversion of energy 
of oscillations of a body and elements of car into other types of energy 
is provided by existence in a running gear of dampers of oscillations 
- shock-absorbers.

Characteristics of vibration dampers determine the nature of oscil-
lations of the running gear of the rolling stock and directly affect traf-
fic safety and its speed. 

Shock absorber performance is determined by the type and design 
of the shock absorber. As noted in [20] on the smoothness of the best 
performance inherent in pneumatic shock absorbers, their use requires 
an additional system of pneumatic power - compressors that reduce 
the overall energy efficiency of electric rolling stock [14]. To increase 
the energy efficiency of electric rolling stock, the authors [13] pro-
posed the use of electromechanical shock absorbers. Shock absorbers 
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of this type do not consume additional energy, instead they are able 
to partially recover the energy of the oscillations. The generating ca-
pabilities of electromechanical shock absorbers make it possible to 
increase the energy efficiency of rolling stock in general and the chas-
sis in particular [13].

2. Analysis of literature data and problem state-
ment

A comprehensive analysis conducted in [19] showed that in world 
practice the most common is the spring suspension of trolleys. The 
suspension consists of an axle box and a central part. A similar system 
is used on subway cars in Ukraine. The purpose of the spring suspen-
sion is to reduce the impact of track irregularities and curved road 
sections that occur during the movement of the metro car. The most 
common vibration damping systems that occur in the central suspen-
sion of trolleys are hydraulic shock absorbers [19]. In [16] it is noted 
that a common technical solution is friction 
vibration dampers, supplemented by hydraulic 
dampers. Such combined systems are installed 
in the second stage of the spring suspension. To 
increase the comfort of passengers and increase 
the smoothness of the metro car series E-KM 
[9] at PJSC “Kryukiv Carriage Plant” (Kre-
menchuk, Ukraine) have new carts model 68-
7054 with central pneumatic spring suspension, 
which is supplemented by the shock absorbers. 
However, the use of pneumatic springs requires 
additional energy losses and power of the pneu-
matic system [14].

An alternative way to increase the smooth-
ness of movement is the use of electromechani-
cal energy absorber in the second stage of the 
spring suspension of metro cars [12, 20]. 

Electromechanical shock absorbers are most 
common in road transport. Structurally, such 
shock absorbers are integrated into the suspen-
sion type McPherson [21] together with the 
spring. The process of recovery of vibration 
energy from the electromechanical shock absorber and its con-
nection to the onboard network of the vehicle is described in 
[3]. Estimation of energy efficiency of systems of recovery of 
energy of mechanical fluctuations for cars KRAZ-65055 (Rus-
sia), KAMAZ-45143 (Russia), Gazelle-3302 (Russia), VAZ 
2101 (Russia), Reno Megane (France), Toyota Camry (Japan) 
on the basis Previous results of mathematical modeling of such 
systems are given in [25]. As noted in [25], the use of electro-
mechanical shock absorbers has provided opportunities to in-
crease the efficiency of vehicles. 

To analyze the oscillations of the rail transport body, it is 
necessary to create a generalized mathematical model of the 
main approaches to its creation proposed in [23]. The authors of 
[23] also analyzed the complex processes of oscillations in the 
mechanical system of the chassis of vehicles. 

For an electromechanical shock absorber, the design of 
which is proposed in [16] and shown in Fig. 1 the authors of 
[12] developed a mathematical model of a subway car on two 
two-axle carts with an axial characteristic of 20-20, in the central 
stage of the spring suspension which used springs and electro-
mechanical dampers.

The model is developed on the basis of the spatial kinematic 
scheme of the model of the subway car shown in Fig. 2 and 3.

The peculiarity of the model is that it contains the follow-
ing components: 17 differential equations of the second order, 
which describe the operation of the mechanical part of the car-
rail track; 8 first-order differential equations that describe the opera-
tion of 4 electromechanical shock absorbers. The model is supple-

mented by three polynomials of 32 and 63 orders, which describe the 
state of the magnetic field of electromechanical shock absorbers and 

Fig. 1.	 Electromechanical shock-absorber of a direct current: 1 - an anchor; 
2 – armature winding; 3 - bed; 4 - permanent magnet; 5 - spring

Fig. 2. Spatial kinematic scheme of the subway car model (side view)

Fig. 3. Spatial kinematic scheme of the subway car model (front view)
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their electromagnetic force, as well as 4 algebraic coupling equations 
obtained on the basis of the provisions given in [14].

To assess the effectiveness of the spring suspension, as described 
in [20], it is necessary to determine for the studied model of the sub-
way car the dependence of the values of their dynamic qualities on the 
speed of movement. The obtained values of quality indicators must be 
compared with the permissible values, which are regulated by current 
regulations [22]. The allowable speed [v] is determined and checked 
taking into account the unevenness of the track [v]> vk.

Permissible values of indicators of dynamic qualities for sub-
way cars intended for transportation of passengers are accepted ac-
cording to [22] and are included in table 1. 

An important indicator of the energy efficiency of the electrome-
chanical shock absorber is the average power generated by random 
excitation of track irregularities, which is determined by the expres-
sion:

	
4

2

1 0

endt

n k
k

P R i dt
=

= ∑ ∫ 	 (1)

where endt – time of movement on a track with random irregulari-
ties,

ik	 – electric current generated in k-th shock absorber 
(k=1,2,3,4),

nR 		 – load resistance.

Given the above, it is also possible to note the quality indicator as 
the maximum movement of the places of installation of auto-coupling 
on the body, which is important for subway cars moving in the tunnel. 
Traffic in the tunnel imposes additional restrictions on the amplitude 
of oscillations of the subway car body.

Determination of dynamic quality indicators is carried out by 
determining the coefficients.

The coefficient of smoothness of motion C for the implementation 
of a random process of acceleration of the body duration tr in the work 
was calculated according to the expression recommended in [18]:
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cal coefficient)
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The coefficient of vertical dynamics of the car body is determined 
[17]:

	 dv cm
dv
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P Pk
P
−

= 	 (4)

where  Pdv	–	 dynamic vertical force transmitted from the body to the 
chassis in the central or axle  suspension; 

Pcm	–	 static load transmitted from the body to the chassis. 

In [18] a comparative analysis of spring suspension and suspen-
sion based on pneumatic springs was performed. A similar approach 
is rationally used in assessing the quality of use of electromechanical 
shock absorbers.

As follows from the analysis [3, 9, 12-14, 16, 18-23, 25] of the 
current state of the problem, the problem is partially solved, because 
only the following results were obtained. The design and mathemati-
cal model of the electromechanical shock absorber for the metrocar 
have been developed. The model allows to model the processes of 
metrocar movement during the passage of the track with different 
types of track irregularities. The authors of the work [3, 9, 12-14, 16, 
18-23, 25] developed approaches to determining the indicators of dy-
namic qualities of subway cars. However, the developed models do 
not allow to determine these indicators for subway cars equipped with 
electromechanical shock absorbers. Also the problem of the compara-
tive analysis of efficiency of application of electromechanical shock-
absorbers in comparison with traditional designs is not solved.

3. The purpose and objectives of the study
The purpose of the study is to conduct a comparative evaluation of the 
effectiveness of the electromechanical shock absorber for a subway 
car on the only indicators of the dynamic qualities of subway cars. 

To achieve this goal, the following tasks were set:
to develop a method for determining random forced vertical os-––
cillations of the dynamic model of a subway car;
to develop a method for determining the indicators of dynamic ––
quality of a metrocar with electromechanical shock absorbers;
to conduct a comparative analysis of the results of research on ––
the spring suspension of subway cars with an electromechanical 
shock absorber.

4. Comparative evaluation of the effectiveness of the 
electromechanical shock absorber for the subway 
car

4.1.	 Random forced vertical oscillations of the dynamic 
model of a subway car

The coefficient of smoothness is determined by the results of mod-
eling the movement of the metro car. Mathematical model and model-
ing technique are given in [18]. However, since it is important to de-
termine the coefficient of smoothness according to [18] it is necessary 
to conduct modeling when driving on a section of track with random 
unevenness of the rails.

For the synthesis of track irregularities according to [18], it is nec-
essary to determine the spectral power density. The paper applies the 

Table 1.	 Permissible values of indicators of dynamic qualities of subway 
cars

Type of dynamic quality indicator Valid value

Smoothness coefficient, C 3,25

Maximum vertical acceleration, kz 0,35g

Coefficient of dynamics in the central suspension, κdc 0,2

Coefficient of dynamics in axle box suspension, κ db 0,35
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spectral density obtained by  processing the test results of the subway 
car model 81.717. The power spectral density is approximated by a 
dependence that corresponds to a random process and is differentiated 
according to the recommendations [18]:

( )
( ) ( )2 22

2 2 2 2
1

, exp exp
2 4 4

n j jj

jj j j

v vaS
G v

v v v
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where Sη
2 –	 variance of equivalent geometric irregularity (accord-

ing to the test results value Sη
2 =13,01 m2 [20] was ob-

tained, 
ω	 –	 current value of frequency, rad/s,
ωj –	 the frequency of the j-th maximum of the spectral den-

sity,
aj	 –	 the proportion of variance at the j-th maximum of the 

spectral density,
αj	 –	 half the width of the j-th maximum of the spectral den-

sity at half its height.

For the generation of  the track irregularity the method of sliding 
summation is used. This method is described in [1, 8, 20] and has pre-
viously been used both for generating random track irregularities in 
studies of the railway vehicle dynamics [5, 7] as well as road profiles 
[1]. The method is equaivalent to the the spectral representation meth-
od, where the generated process is modeled as the sum of harmonic 
signals of fixed amplitudes and random phases.

When applying the sliding summation method at each step of mod-
eling the equivalent geometric irregularity, new values of the gener-
ated random numbers are used. As the initial data for modeling, the 
mean value of the irregularity η  and its power spectral density 
Gη ω( )  are acquired. 

Discrete values of the simulated process are obtained with the ex-
pression in the form of the sliding summation (moving average):

	 η η εi j i j
j M

M
c= + ⋅ −

=−
∑ 	 (6)

where jc 	 –	 weights, 
εj	 –	 independent random variables distributed according to 

Gauss’s law, obtained by [20] from the values of the 
initial stationary discrete white noise distributed ac-
cording to the uniform law, 

2M	–	 number of weights.

To obtain a process whose power spectral density will fully coin-
cide with the assumed spectral density, it is necessary that 2M → ∞. 
Thus, to reproduce this spectral density at satisfactory level the num-
ber of weigths 2M + 1  must be sufficiently large. According to the 
recommendations given in [17] it was assumed 2М = 9600. 

The value of the weights was determined with the formula:

	 c G j dj
c

c
c

c
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where ωc	 –	 the sampling frequency of the random process η(t): 

ω
π

c t
=
∆ ,

Δt	 –	 sampling step.

When modeling η(t) by the method of sliding summation, the 
equivalent geometric irregularity for the speed of motion is modeled, 
and then in the process of solving the problem “move” on this ir-
regularity with the required speed. This approach is the main one for 
studying the oscillations of dynamic models of rolling stock during 
their movement on the simulated section of the track with variable 
speed according to the operating schedule.

Thus, the functions of the irregularities η of left and right rail for 
the speeds v = 40, 50, 60, 70, 80, 90 and 100 km/h were synthesized. 
The speed range was chosen taking into account the excess of the 
design speed (vk = 90 km/).

When modeling the parameters of the analytical expression of the 
spectral density of expression (5) were determined by  αj, ωj and aj 
(Table 2).

The duration of the synthesized process according to the recom-
mendations [18, 20] is tр = 32,768 s. This roughly corresponds to the 
implementation length, which is usually accepted in tests of 30 s. 
The duration of the process in this case corresponds to the number of 
points of implementation of the reaction of the dynamic system „car - 
rail track” is N = 32768, which corresponds to 215. However it meets 
the requirements for spectral analysis using fast Fourier transform.

4.2.	 Determination of indicators of dynamic quality of a 
metrocar with electromechanical shock absorbers

The dynamic quality indicators determined by the results of numeri-
cal simulation must correspond to the permissible values regulated by 
the current norms [22], while determining the permissible speed [v], 
which corresponds to the conditions of inequality [v] ≥ vk.

The paper adopted the following indicators of the dynamic quali-
ties of the subway car [20, 22]:

Coefficients of smoothness of the course C1.	 1 and C2 over the 
first and second along the movement of pivot points on the 
floor of the body.

The maximum values of accelerations 2.	 k1z and 2kz  respectively 
at the same points as the coefficients of smoothness.
Coefficients of dynamics in the relationship between the 3.	
body and the frame of the trolley, as well as the frame of 
the trolley and wheelsets: kdc1, kdc2, kdc3 and kdc4 - coef-
ficients of dynamics in the elements of the central de-
gree of the spring suspension of the first (kdc1, kdc2) and 
the second (kdc3, kdc4) along the movement of carts; kdb1,  
kdb2,. kdb3, kdb4, kdb5, kdb6, kdb7 and kdb8 - dynamics coefficients 
in the axle stage of the spring suspension of the first (kdb1, kdb2, 
kdb3 and kdb4) and the second (kdb5, kdb6, kdb7 and kdb8) in the 
course of movement of carts, respectively for the left and right 
wheels of one wheel pair.

The coefficients of dynamics were defined as the ratio:

	
max

din
d

stat

Fk
F

= 	 (8)

Table 2.	 Parameters of the analytical expression of spectral density

The number of the 
component of the 

spectrum

αj,
(rad/s)/(m/s)

ωj,
(rad/s)/(m/s) aj

1 1,0 0 0,697

2 0,0018 0,20096 0,12

3 0,002 0,25749 0,109

4 0,01 0,314 0,074
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where max
dinF – maximum dynamic force in the above elements of the 

spring suspension, statF – the static value of the force in the above 
elements of the spring suspension.

Statistical characteristics of the distribution of absolute maxima of 
H processes are determined by [18, 20]:

	
( )

0
H H f H dH

∞
= ∫ 	 (9)

where f (H) is the distribution density of the absolute maxima of the 
random process q(t).

Using the expression for a stationary Gaussian process we find:
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where  fe	 –	 is the effective frequency of the random process q(t);
pt 	–	 time of implementation of a random process [20].

Taking into account the assumptions considered in [17], the values 
of the average values of the absolute maxima H for the implementa-
tions q(t) are determined by the approximate expression:

	
12ln

2lnq q e p
e p

H S f t
f t
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 
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where  Sq is the standard deviation of the random process q(t).

The value of  fe  is determined directly by the implementation of 
reactions q(t):

	
0

2e
p

nf
t

= 	 (12)

where  n0 is the number of zeros of the random process q(t).

The standard deviation Sq was determined by the dependence on 
q(t) by the formula:

	 ( )2
1

1 M
q i

i
S q q

N =
= −∑ .	 (13)

The coefficient of smoothness of stroke C on the realizations of the 
random process of accelerations of the body duration tp was calcu-
lated according to expression (2) [18].

To facilitate the analysis of mathematical models and the obtained 
results, the natural frequencies of oscillations of subway cars with 
spring suspension and electromechanical shock absorber were deter-
mined.

Eigenfrequency calculations are performed for the frequency of 
partial oscillations. The results of the calculation are given in table 3.

As can be seen from table 3 the partial frequencies of oscillations 
of the body and carts are different in the subway cars under study, 
because the stiffness of the base spring and the spring of the elec-
tromechanical shock absorber differ by 40% (Zw2=2174,2 kN/m,  
Zw21=1311,2 kN/m).

Resonant velocities corresponding to the j-th maximum of the 
spectral density of the equivalent geometric irregularity can be deter-
mined by the formula [20]:

	 V f
p

ci

j
=
ω

3 6,    km/h,	 (14)

where fci - the frequency of natural oscillations of the body of the 
model of the subway car on i-th generalized coordinate; ωj is the fre-
quency of the j-th maximum of the spectral density.

According to the results of calculations, it was found that the reso-
nant velocities even in the body oscillations are outside the studied 
speed range v = 40-100 km/h. For spring-loaded central suspension, 
they are in the range of 115-207 km/h [20], and for suspension with 
electromechanical shock absorbers in the range of 110-196 km/h.

On the other hand, in the results of calculations of the dependences 
of dynamic quality indicators on the velocity of motion, the first max-
imum of spectral density approximation with frequency ω1=0, which 
accounts for 69.7% of the variance of the equivalent geometric irregu-
larity, should manifest itself.

4.3.	 Comparative analysis of the results of studies of spring 
suspension of subway cars with electromechanical 
shock absorbers

The analysis was performed between the parameters of elastic spring 
suspension and spring suspension using an electromechanical shock 
absorber. 

The dependences of dynamic quality indicators on the speed of 
movement for the studied model of the subway car are calculated. 
The obtained values of quality indicators were compared with the per-
missible values, which are regulated by current regulations (Table 1) 
and are limited by the movement of the train in the tunnel, as well as 
among themselves.

Table 3.	 Values of partial oscillation frequencies

№ Model element Type of oscillations

The value of the partial frequency, Hz

Model with spring 
spring suspension [1]

Model with electro-
mechanical shock 

absorber

1 Body

bouncing 2,32 1,89

galloping 2,49 1,98

lateral sway 2,21 1,82

2 Cart

bouncing 8,09 7,93

galloping 5,79 5,78

lateral sway 8,08 8,07

3 Wheelset
bouncing 45,36 45,35

lateral sway 45,92 45,92
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An additional restriction was introduced due to the existing possi-
bility of self-disengagement of metro cars and is not to exceed the dif-
ference of the longitudinal axes of auto-couplings, which is allowed, 
and has the form:

	 [ ]àñ
k k2

hz z≤ = = 0.055 m.	 (15)

The results of the research in the form of graphs of the dependence 
of the indicators of dynamic quality on the speed v are shown in Fig-
ures 4-8.

Fig.4.	 Dependence of the coefficient of smoothness over the first (a) and sec-
ond (b) pivot points of the body on the speed, 1 - spring central spring 
suspension; 2 - spring suspension with electromechanical shock ab-
sorber

5. Discussion of the results of evaluation of indicators 
of dynamic quality of subway cars equipped with 
electromechanical shock absorbers

Comparative analysis of graphs shows that the indicators of the dy-
namic quality of the model of the subway car with both spring and 
pneumatic spring suspension do not exceed their allowable values up 
to the speed v = 100 km/h.

According to the obtained dependences, it is possible to note 
that this maximum was especially manifested in the speed range  
v = 60-70 km/h on the dependences С1,2(v), ( )k2z v  and Kdc3,4(v).

In Fig. 4-8 we see that the model with spring suspension 
with electromechanical shock absorber has better perform-
ance compared to spring suspension. For example, the plots in  
Fig. 4 show that this is the case for such an indicator as the coefficient 
of smoothness C1 for suspension with electromechanical shock ab-
sorber (curve 2) in the entire speed range v = 40-100 km/h, the value 
of this coefficient is 9.2-15.6% less than for spring suspension (curve 
1), and for C2 - at 13.3-14.5%.

According to the value of the maximum acceleration (Fig. 5) on the 
floor of the body above the first pivot point, the difference between 

Fig. 5.	 Dependence of the maximum acceleration over the first (a) and second 
(b) pivot points of the body on the speed of movement. 1 - spring cen-
tral suspension; 2 - spring suspension with electromechanical shock 
absorber

Fig. 6.	 Dependence of coefficients speakers in the central stage of suspension 
on the first (a) and the second (b) carts from the speed of movement. 
1 - spring central suspension; 2 - spring suspension with electrome-
chanical shock absorber

( )k2z vk1max, m s

( )k2z vk2max, m s
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the spring and electromechanical suspension shock absorber is in the 
whole range of speeds 40.4-37.7%, and for - 40.5-33.8%.

The value of the coefficients of dynamics in the central stage with 
air suspension Kdc1,2 (Fig. 4) is less by 31.8-34.9% compared to the 
spring suspension, and for the coefficient of dynamics Kdc3,4 - by 
32.6-30.5% .

The coefficients of dynamics in the axle box stage of spring sus-
pension Kdb1-8 (Fig. 7, Fig. 8) with the same designs of this stage for 
carts with spring spring suspension and spring suspension with elec-
tromechanical shock absorber in this speed range, differ little and, as 
can be seen from the graphs, do not exceed the permissible value [Kdb] 
= 0.35 (except Kdb3.4 for spring central suspension).

According to the results of modeling the operation of the spring 
suspension with an electromechanical shock absorber, the average 
power generated by the shock absorber depending on the speed for 
random irregularity is determined (Fig. 9).

The average power of an electromechanical shock absorber when 
excited by a random roughness is much greater than with a sinusoidal 
roughness given in [12], which is due to the higher values of random 
accelerations and velocities that it dampens. Yes, the average power at 
speed 100 km/h is 189 watts, and at 60 km/h - 46 watts.

The results were obtained when the value of the variance of the 
equivalent geometric irregularity of the rail path of the subway tunnel 
is 13.01 mm2.

Thus, the results of the calculations should be used for subway cars 
with spring suspension based on electromechanical shock absorbers.

The method of determining the maximum values of dynamic forces 
in the elements of the spring suspension, displacements and accelera-
tions of the pivot points of the body on the average value of their abso-
lute maximum is more correct than estimating the value of 3 qS . This 
is due to the fact that the value depends on such important characteris-
tics of the random process q(t) as tp and fe , and the values of the three 
standard deviations are clearly not affected by these characteristics.

Fig. 9.	 Graphs of the dependences of the average generated power on the 
speed of motion at a random excitation irregularity

The presented methods and results of calculation of indicators of 
dynamic quality of spring suspension of a running gear of the subway 
car with electromechanical shock-absorbers allow to receive criteria 
of efficiency of work of shock-absorbers at various modes.

6. Conclusions
A method for the synthesis of random forced vertical oscilla-1.	
tions of a dynamic model of a subway car, based on sliding 
summation and taking into account the power spectral density 
obtained by processing the test results of a subway car model 
81.717, is adapted and applied.
The technique on definition of indicators of dynamic quality of 2.	
the metro car with electromechanical shock-absorbers which 

Fig. 7.	 Dependence of the coefficients of dynamics in the axle stage of suspen-
sion of the first wheel pair (a) and the second wheel pair (b) of the first 
wheelchair from the speed of movement. 1 - spring central suspension; 
2 - spring suspension with electromechanical shock absorber

Fig. 8.	 Dependence of coefficients dynamics in the axle stage of suspension 
of the first wheel pair (a) and the second wheel pair (b) of the sec-
ond trolley from the speed of movement. 1 - spring central suspension;  
2 - spring suspension with electromechanical shock absorber
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is based on modeling of processes of movement of the subway 
car on a section of a way with casual roughness and defini-
tion, by results of modeling, indicators of dynamic quality is 
created.
The study of forced random oscillations of the dynamic model 3.	
of the subway car showed that the spring suspension based on 
electromechanical shock absorbers has a significant advantage 
over the central spring suspension for all quality indicators in 
the entire range of speeds. It is proposed to conduct a compara-
tive analysis in the range of speeds from 40 to 100 km/h.

The dependence of the average power generated by the electro-4.	
mechanical shock absorber at different speeds is established. 
It is noted that, unlike air suspension, the electromechanical 
shock absorber not only does not require additional losses for 
the operation of the compressor, but also generates electricity. 
Therefore, analyzing the results of the calculations, it is recom-
mended to use them for the design of a subway car with spring 
suspension based on electromechanical shock absorbers.
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1. Introduction

In reliability engineering, sensitivity analysis is widely used to find 
the key variables that have significant effect on system reliability [1, 
13]. In general, reliability sensitivity can be classified into two types 
[11, 17]: local reliability sensitivity and global reliability sensitivity.

Nowadays, probability distribution is often used to represent ran-
dom parameter, and most of probabilistic-based reliability sensitiv-
ity analysis methods have been reported. For example, Proppe [14] 
presented a local reliability-based sensitivity analysis based on mov-
ing particles method. Cadini et al. [1] proposed an adaptive Kriging 
importance sampling-based method for global sensitivity analysis. 
Dubourg and Sudret [2] proposed Kriging model-based importance 
sampling for reliability sensitivity analysis, which can be used in 
reliability-based design optimization. It should be noted that many 
samples are required to accurately determine a probability distribu-
tion. However, it is impossible to collect enough samples for a product 
in early design stage. As an alternative, interval or convex model can 
be used because they only require a few samples, which are useful 
for a product in early design state. If input variable is represented 

using interval or convex model, the sensitivity problem is called as 
non-probabilistic sensitivity in this study. Until now, a few research 
efforts for non-probabilistic sensitivity analysis have been reported. 
For example, Li et al. [9] presented the definition of non-probabilistic 
sensitivity analysis, and optimization-based method is suggested to 
solve complex non-probabilistic sensitivity problems. Xiao et al. [19]
proposed a non-probabilistic sensitivity analysis method under con-
sidering correlations among interval variables. Qiao et al. [15] pro-
posed a non-probabilistic reliability sensitivity analysis method based 
on convex model. Wang et al. [18] used non-probabilistic sensitivity 
analysis for optimization of aeronautical hydraulic pipelines. 

It should be noted that existing non-probabilistic reliability sen-
sitivity methods are, generally, local reliability sensitivity methods. 
Moreover, performance functions in real applications are typically im-
plicit functions involving time-consuming simulations. Subsequently, 
non- probabilistic reliability sensitivity analysis involving simulation 
is extremely computationally expensive. To address these issues, a 
global non-probabilistic reliability sensitivity analysis based on adap-
tive Kriging model is proposed in this study. Kriging models have 
been widely used in reliability engineering in recent years[3, 12, 20]
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[21, 22]. Therefore, to significantly reduce computational burden for 
systems with time-consuming simulations, the global accuracy Krig-
ing model is constructed adaptively that can be used to replace simu-
lations. Subsequently, a global non-probabilistic reliability sensitivity 
analysis method is developed based on Sobol’s sensitivity indices [16] 
for systems with interval variables.

This paper is structured as follows. Section 2 reviews of existing 
non-probabilistic reliability analysis. Section 3 presents a global non-
probabilistic sensitivity analysis method in detail. Two numerical ex-
amples are used to demonstrate the applicability of proposed method 
in section 4. Section 5 is the conclusion.

2. Review of existing non-probabilistic reliability 
analysis

2.1.	 Non-probabilistic reliability analysis
Interval variable can be used to represent random parameter. An inter-
val variable is expressed as:

	 X X X X X X XI l u l u= 



 = ≤ ≤{ }, 	 (1)

where lX  and uX  are, respectively, the lower and upper bounds of 
interval variable. The midpoint and radius of IX  can be, respectively, 
calculated as follows:

	 ,
2 2

u l u l
rX X X XX X+ −

= = 	 (2)

Suppose that the performance function of a system is Z g I= ( )X
with interval variables X I I I

n
IX X X= ( )1 2, , , , then the system re-

sponse Z  is also an interval variable. The non-probabilistic reliability 
index is defined as follows [8]:

	 η =
Z
Z r

	 (3)

Based on Eq. (3), it shows that if  1η > , the system is safe; if  

1η < − , the system is failure; 1 1η− ≤ ≤  means that system is in un-

certain state. Eq. (3) can be rewritten as:

	 η =
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−( )
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u l

u l
	 (4)

where ,u lZ Z are, respectively, the lower and upper bounds of system 

response. To accurately calculate ,u lZ Z , the following optimization 

model can be solved:
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In general, for a system with multiple components, the system non-
probabilistic reliability index can be computed as :
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where iη  is non-probabilistic reliability index of the thi  compo-
nent. 

2.2.	 Non-probabilistic sensitivity reliability analysis
Reliability sensitivity analysis is useful because it can be used to find 
the key variable that has significant effect on system reliability. Tradi-
tionally, non-probabilistic reliability sensitivity is defined as follows 
[9]:

	 , rX X
η η∂ ∂ 

 ∂ ∂ 
	 (7)

From Eq. (7), it is easy to know that existing non-probabilistic reli-
ability sensitivity is a local sensitivity measure. Note that there is no 
direct relationship between non-probability reliability index η and 

interval parameters X and rX . Thus, analytical solution for the non-
probabilistic reliability sensitivity is, generally, impossible, except for 
some special cases such as performance function Z g I= ( )X  is a 
linear function. To approximately estimate non-probabilistic reliabil-
ity sensitivity in Eq. (7), the finite difference technique can be used 
as:
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where X∆ and rX∆ are very small variations of interval midpoint 
and radius, respectively. Note that for system non-probabilistic relia-
bility sensitivity problem, Eq. (7) can be revised as follows:

	 ,sys sys
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	 (9)

Using the finite difference technique, Eq. (9) can be calculated as 
follows:
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3. Proposed global non-probabilistic sensitivity analy-
sis method

3.1.	 Global non-probabilistic sensitivity analysis
Since non-probabilistic reliability sensitivity in Eq. (7) is a local sen-
sitivity measure, a global non-probabilistic reliability sensitivity anal-
ysis method is proposed in this study. Based on Sobol’s indices[16], 
the proposed global non-probabilistic reliability sensitivity measure 
for a component is defined as:

	 S
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where Var I
jj xX

η  
 

 is computed as follows:
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where k
jx

η is a non-probabilistic index under interval variable 

I k
j jX x= , and 
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µ η
=

= ∑ . In this study, the range of interval vari-

able I
jX  is evenly divided into 1N −  sub-intervals. Subsequently, the 

N  samples can be determined, i.e., 1 2 1l N N u
j j j j j jx x x x x x−= ≤ ≤ ≤ ≤ =

 
, 

where k
jx  is the thk  sample. To ensure the accuracy, the N is sug-

gested as 50N ≥ . From Eq. (11), it is easy to know that the value of 

I
jX

S belongs to interval [ ]0,1 . It should be noted that the non-proba-

bilistic reliability index under configuration of interval variable, i.e., 
k
jxη , is not a number in some special cases. Subsequently, k

jxη
should be ignored to calculate global component non-probabilistic re-
liability sensitivity.

Based on Eqs. (6) and (11), global non-probabilistic reliability sen-
sitivity of a system can be calculated as follows:
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3.2.	 Construct global accuracy surrogate model based on 
Kriging

In real applications, the system performance functions { }1 2, , , mg g g  
may implicit functions involving time-consuming simulations. Using 
Eqs. (11) and (13) for calculating global non-probabilistic reliability 
sensitivity is extremely computationally expensive. For example, us-
ing Eq. (11) for calculating component global non-probabilistic relia-
bility sensitivity. Suppose that the average number of simulations for 
calculating k

jx
η is C , then the total number of simulations for global 

non-probabilistic reliability sensitivity analysis of all input variables 
is C N n× × . It is easy to know that the computational burden is ex-
tremely huge which is impossible in real applications. To reduce com-
putational burden, a global accuracy Kriging model in whole uncer-
tainty space is constructed to replace time-consuming simulation. 
Kriging is a Gaussian process[10], for an unobserved point x , the 
kriging prediction is a normal random variable with mean value 
µ
g x( )  and Kriging variance σ

g
2 x( )  as follows:

	 


 

g g gx x x( ) ( ) ( )



 µ σ, 2 	 (14)

For more detailed information of Kriging, please see Ref. [4]. To 
effectively construct a Kriging model with global accuracy, the best 
added training sample can be determined as follows[7]:

	 x x
X x X

* arg max= ( )
≤ ≤l u

gσ


2
	 (15)

From Eq. (15), finding *x  is an optimization problem within 
the whole uncertainty space. Existing intelligent optimization al-
gorithms such as genetic algorithm can be used to solve the prob-
lem, which is complex. In this study, a large number of candidate 

samples are randomly generated in whole uncertainty space, i.e., 
x x x xc Nc{ } = { }1 2, , , . Subsequently, σ

g c
2 x{ }( )  are available 

based on current Kriging model. The *x  can be approximately de-
termined as follows:

	 x x* arg max= { }( )σ
g c
2 	 (16)

To terminate the process of selecting training samples, the follow-
ing stopping strategy is adopted:

	 ( )Rmse test ξ≤ ∆x 	 (17)

where ( )Rmse testx  is the root mean square error, testx  are randomly 
generated test samples with the number of 10 n× , and ξ∆  is defined 
as:

	 ( )E testgξ λ  ∆ = ×  x 	 (18)

where 


 denotes absolute operator, ( )E 
 denotes expectation, and 

λ is a small positive number such as 0.0001λ = . ( )Rmse testx  is cal-
culated as:

	 ( ) ( ) ( ) 2

1
Rmse

testn
i i

test test test test
i

g g n
=

 = −  ∑ x x x 	 (19)

where i
testx  is the thi  test sample, 10testn n= ×  is the number of 

test samples. When the stopping strategy is met, the final surrogate 
models { }1 2, , , mg g g  


 are obtained for system performance func-

tions { }1 2, , , mg g g .

3.3.	 Summery of proposed method 
Compared to existing non-probabilistic sensitivity analysis methods, 
the proposed method provides a new way for global non-probabilistic 
sensitivity analysis. The details of proposed method for system global 
non-probabilistic reliability sensitivity analysis can be summarized in 
Table 1. 

Table 1.	 Algorithm of proposed method

1. Generate a small number of training samples { },s sx z , where 

( )1 1, , ,s s s s
n= x x x x  and ( )1 2, , ,s s s s

m= z z z z , and build initial 

surrogate models.

2. Select training sample using Eq. (16) to refine each surrogate model 
until stopping strategy in Eq. (17) is met.

3. Global accuracy surrogate models are denoted as ( )1 2, , , mg g g=   
g .

4. for 1j =  to n , do

	
I
jX

 
is evenly divided into 1N −  sub-intervals, and 

		  N  samples can be determined as 1 2 1l N N u
j j j j j jx x x x x x−= ≤ ≤ ≤ ≤ = .

	 for 1k = to N , do

		  Calculate non-probabilistic index , k
jsys x

η  under interval variable	
		  I k

j jX x=

	 end for
	 Calculate global non-probabilistic reliability sensitivity I

jX
S   

		  using Eq. (13).
end for
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4. Numerical examples 
In this section, two numeral examples are investigated to show the 
proposed method. The first is a beam with a single failure mode 
and five interval variables. The second is a parallel system with two 
highly nonlinear performance functions. To demonstrate the proposed 
method, all performance functions are viewed as implicit functions to 
construct surrogate models.

 
Example 1–a cantilever with single failure model
A cantilever, as shown in Fig. 1., is considered. The performance 

function is defined as [9]:

	 ( )1 2 1 2 1 1 2 2, , , ,cr crg m p p b b m p b p b= − −

where crm  is critical limit bending moment, 1p  and 2p  are two ap-
plied loads, 1b  and 2b  are the length between applied loads and end 
point. All parameters are interval variables and the detailed informa-
tion is shown in Table 2. 

Fig. 1 A cantilever
In this example, 10 samples are used to build initial surrogate 

model, 0.0001λ = , and the number of test samples is 50. Moreover, 
57 training samples are used to construct a global accuracy Kriging 
model. For global non-probabilistic reliability sensitivity analysis, 
each interval is evenly divided into 100 subintervals, respectively. 
The results of global non-probabilistic reliability sensitivity from pro-
posed method are shown in Table 3. 

In Table 3, the results with “*” are from the proposed method with 
true performance function. Based on Table 3, the results are very ac-
curate compared to reference values based on real performance func-
tion. The proposed method provides a new way to measure global 
non-probabilistic reliability sensitivity. It is easy to know that the vari-

able crm  has a significant effect on system reliability, which should 
pay more attention in design stage. Note that the proposed method is 
quite different to local non-probabilistic reliability sensitivity method. 
The local method provides local sensitivity of midpoint and radius 
of interval variable, whereas the proposed method provides a global 
non-probabilistic reliability sensitivity of interval variable in whole 
uncertainty space. In this example, the total number of original func-
tion call is 57+50=107. 

Example 2–a parallel system with two failure modes
Suppose that a parallel system with two failure modes, and the cor-

responding performance functions are defined as follows:
( ) ( )
( ) ( )

2
1 1 2 1 2

2
2 1 2 1 1 2

, 2 2

, 3 2 4

g X X X X

g X X X X X

 = + − −

 = − − +

1 2,X X are two independent interval variables, [ ]1 0.5,1X ∈ , and

[ ]2 1,2X ∈ .

In this example, 10 samples are used to build initial surrogate mod-
els for 1g  and 2g , respectively. 0.0001λ = , and the number of test 
samples for both is 20. To construct global accuracy Kriging models 
for 1g  and 2g , the number of training samples are 14 and 13, re-
spectively. For system global non-probabilistic reliability sensitivity 
analysis, each interval is evenly divided into 100 subintervals, respec-
tively. The results from the proposed method are shown in Table 4. 

In Table 4, the results with “*” are from the proposed method with 
true performance functions. Based on Table 4, the results are very ac-
curate compared to reference values based on real performance func-
tions. The proposed method provides a new way to measure system 
global non-probabilistic reliability sensitivity. It is easy to know that 
the variable 1X  has a significant effect on system reliability, which 
should pay more attention to control it in design stage. In this exam-
ple, the total number of original function calls are 34 (14+20) and 33 
(13+20), respectively. 

5. Conclusions
Sensitivity analysis is used to find the key variables which have sig-
nificant effect on system reliability. For a product in early design 
stage, it is impossible to collect enough samples due to the limitations 
of time and resources. Thus, the probabilistic-based reliability sensi-
tivity analysis methods are difficult to use because many samples are 
required to accurately determine a probability distribution. Existing 
non-probabilistic reliability sensitivity methods are local sensitivity 
methods. To address the issue, a new global non-probabilistic reliabil-
ity sensitivity method is proposed in this study. Surrogate models with 

5. Sort global non-probabilistic reliability sensitivities

S S S
X X XI I

n
I

1 2
, , ,{ }  in descending order.

Table 2.	 Detailed information of interval variables

Interval variables 1p (kN) 2p (kN) 1b (m) 2b (m) crm (kN.m)

Lower bound 4.4 1.7 1.8 4.5 32

Upper bound 5.6 2.3 2.2 5.5 40

Table 3.	 Global non-probabilistic sensitivities of example 1

Sensitivity crmS
1pS

1bS
2pS

2bS

Proposed method
0.8220 0.0423 0.0300 0.0732 0.0325

0.8214* 0.0426* 0.0298* 0.0734* 0.0328*

Table 4.	 Global non-probabilistic sensitivities of example 2

Sensitivity 1XS
2XS

1XS
2XS

Proposed method 0.9537 0.0463 0.9541* 0.0459*
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global accuracy are constructed with adaptive manner to reduce over-
all computational burden. Subsequently, time-consuming simulations 
can be replaced by constructed surrogate models, which are much 
cheaper than simulations. Numerical examples have demonstrated the 
applicability of proposed method, which provides a new way for glo-
bal non-probabilistic reliability sensitivity analysis. 

Compared to probabilistic-based global reliability sensitivity meth-
ods, the major advantage of proposed method is that the distribution 
type of input variables is not required. Note that the proposed method 
is different to local non-probabilistic reliability sensitivity methods. 
The local method provides local sensitivity of midpoint and radius of 

interval variables, whereas the proposed method provides global non-
probabilistic reliability sensitivity of interval variables in whole un-
certainty space. Moreover, the proposed method only considers main 
effect of input interval variables. 
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Impact of the method of suspension and route stabilization of suspended monorail on forces 
loading the roadway roof support system is presented. This is important in the context of 
possible increasing the speed of monorails during personnel movement. Nature of load and 
displacement of the route, as well as deceleration of the transport set, with a dynamic excita-
tion -  an emergency braking of the transport set, are presented. The results are presented for 
seven configurations of slings and lashings stabilizing the route. The Head Injury Criterion 
(HIC), recorded using the Articulated Total Body (HYBRID III) model, during the impact of 
operator's cabin against an obstacle, is presented in the further part of the article. Analyzes 
are aimed at developing the guidelines to ensure safety of mining personnel (without ex-
ceeding the accepted overloads) and mining infrastructure (without exceeding the maximum 
accepted load of the roadway support) during operation of the suspended monorail at higher 
speed. Analyzes are the result of the authors numerical simulations.

Highlights Abstract

An analysis of potential increase in speed of sus-•	
pended monorail is presented.

An analysis of the impact of route stabilization on •	
dynamic loads of the support is included.

An analysis of the impact of route stabilization on •	
forces affecting the operator is included.

The impact of dynamic interactions of the mono-•	
rail on the biomechanical parameter is assessed.
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1. Introduction
Mine transport is an indispensable link in the mining process of any 

mining plant. While floor transport has been used since the beginning 
of mining development, and mine tracks appeared in the 17th century, 
the use of suspended transport started only in the middle of the 20th 
century [13]. The suspended monorails quickly became widely used 
underground mean of transport. The development of self-driven sus-
pended monorails resulted in an increase in the load-bearing capacity 
and strength of rails and transport sets, as well as an increase in trac-
tive force, compared to suspended cable-driven suspended monorails 
[12, 13]. Intensive development of suspended monorails is still ob-
served today. This is proved by R&D work in development of electri-
cally powered monorails [9, 13], mechanical modifications, including 
the possibility of travelling at higher speed or improving the comfort 
of travelling [21, 24]. The changes also involve introduction of inno-
vative mechatronic solutions in monorails [1, 6, 22]. Along with the 
development of suspended monorails, the development of monorail 
routes and the methods of their suspension and stabilization gradu-

ally advanced. In self-driven monorails, their routes were standard-
ized. Currently the most frequently used rails are those with the I155 
profile, less often with the I140V profile. One of the “tasks” of the 
suspended monorail system is to transfer the loads, resulting from the 
weight of monorail unit and its movement, to the roadway roof sup-
port or directly to the rock mass, thus slings and lashings are used. The 
rails in the roadway are suspended on various types of slings, which, 
depending on the structure, can be loaded with a maximum force of 
40 kN [20]. Depending on the length of rails and the configuration of 
slings and lashings, this force is transferred in different ways to the 
arches of yielding roadway roof support, which protects the transport 
routes against falling rocks. Moreover, to ensure stability, a suspended 
route must always be stabilized at the turns and the dips. It is recom-
mended to stabilize straight sections, if necessary, at least at every 100 
meters. Proper stabilization of the suspended route enables transfer-
ring the forces from the moving suspended monorail unit in the lon-
gitudinal and transverse directions. This often takes place on inclined 
routes, when dynamic forces dominate. Emergency braking of a trans-
port set, during which the actuating system of brakes is activated in 

coal mining, safety, suspended monorails, transport, numerical simulations
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the shortest possible time is an example. This causes deceleration af-
fecting operator and moved personnel, but also dynamic overloads in 
connectors, slings and lashings stabilizing the route of the suspended 
monorail. These situations may lead to damage, such as: deformation 
of rails, loss of the route continuity (splitting rails at joints) or break-
ing the slings. In turn, the above-mentioned damage may cause an 
accident. The probability of hazardous situations and their possible 
effects increase with the increase in the travel speed of a suspended 
monorail. According to legal regulations in the Polish hard coal mines 
[20], the maximum acceptable speed of a suspended monorail during 
the personnel movement is 2 m/s. Due to the systematically increasing 
length of the routes to the newly opened mining fields, the time need-
ed for miners to travel to the workplace is also longer. This reduces 
availability of the mining personnel at workplaces and shortens the 
effective working time. This happens due to depletion of deposits in 
close proximity to the shafts where coal is transported to the surface. 
This affects the financial results of companies in the mining industry. 
Shortening the travel time of personnel to the longwall panel, e.g. by 
increasing the acceptable speed of the suspended monorail is the solu-
tion. The benefits of shortening the travel time to the workplace are 
presented in [32]. Reducing the travel time to the longwall face by 15 
minutes and by 30 minutes on the way back for each shift at the IM-
BAT MIOMNIG Co. Manisa coal mine in Eynez, Turkey, resulted in 
an increase in mining capacity by 1,606.95 tons per day as mentioned 
in that article. In the cited example, shortening of the time to reach 
the workplace was associated with the use of a belt conveyor adapted 
to personnel movement. Therefore, increasing the maximum accept-
able speed of suspended monorails is justified from an economic point 
of view. However, apart from economic benefits, another extremely 
important aspect should be ensured – safety of the moved personnel. 
Introduction of legal changes enabling the increase of the acceptable 
speed must be preceded by development of the procedures for safe 
method of the monorail’s travel. Analyzing the impact of emergency 
braking on operator and personnel overloads [3] and assessing the 
feasibility of introducing a two-stage emergency braking system[23] 
demonstrated the impact of increasing the speed limit on safety.

Development of guidelines for designing the monorail route on the 
sections that will be passed at higher speed is one of the preparation 
stages to increase permissible speed. This aspect is very important, 
because the wrong way of suspending the monorail route may result 
in exceeding the permissible load of the roadway roof support’s arch-
es, which in extreme cases may lead to roadway damage. Such situ-
ations are particularly dangerous during dynamic loads, e.g. during 
emergency braking from higher speed. The literature on the subject 
includes the work related to the tests on the load-bearing capacity of 
the yielding roof support [4], and also related to analysis of static and 
dynamic loads on the roadway roof support related to transport by 
suspended monorails [19]. The paper [18] presents the results of re-
search work on impact of the suspended monorail speed on forces in 
the selected parts of the route. However, the project did not take into 
account the aspects related to the possibility of using different config-
urations of slings of the suspended monorail route, which, according 
to the authors, affects the forces loading the steel arches.  

The authors defined the impact of the configuration of slings and 
lashings on the forces acting on the curves of the roof support’s arch-
es as the objective of the work presented in this article. The article 
presents the difference in the load to the roadway support in relation 
to seven variants of the configuration of slings and lashings of the sus-
pended monorail route. The load to the route was created by simulating 
emergency braking from a speed of 5 m/s in a given part of the route. 
Depending on the configuration of the slings and stabilizing lashings, 
the suspended monorail route can move within a given range. During 
emergency braking, especially at higher speeds, the stopped train still 
moves forward together with the route causing acting the forces on 
the slings and roadway support, and the overloads affect the operator 
and the moved personnel. Finding the answer to the question: “How 
to arrange the slings and lashings of the suspended monorail route to 

minimize the load to the roadway roof support arches and the over-
load to the people in the monorail during emergency braking at higher 
speed (5 m/s)?” prompted the authors to conduct a series of tests, the 
results of which are presented. According to the authors, the results of 
the tests supplement the current state of knowledge on the impact of 
configuration of slings and lashings of the route on roadway support 
and at the same time are the basis for the development of guidelines 
on how to properly construct the route on the sections intended for 
high-speed suspension of the suspended monorail. 

Development of guidelines and correct configuration of slings and 
lashings of the route is only one of the aspects ensuring the safety of 
mining personnel in the operator’s and passenger cabins. Additional 
seat belts are the second aspect of the monorail safety improvement. 
Currently, both the monorail operator and passengers sitting in their 
seats do not have the possibility of using seat belts or other measures 
to protect them from being injured in emergency situations, such as 
emergency braking or a collision with a stationary obstacle on the 
track. The introduction of seat belts is one of the ideas of protecting 
the personnel in monorails travelling at higher speeds. This aspect 
was the subject of further research work of the authors. Its aim was 
to determine the HIC describing the probability of suffering a se-
vere or fatal head injury. The operator’s cabin was tested. The virtual 
HYBRID III dummy was used during these numerical simulations. 
HYBRID III dummies are specially designed for crash tests in the 
automotive industry [8]. These dummies were designed in such a way 
as to recreate behavior of the human body during traffic accidents [2]. 
For each part of the dummy (body part), appropriate masses, moments 
of inertia and the stiffness of connections between them were defined, 
which corresponded to the stiffness of the joints and the muscle ten-
sion. An example of the use of dummies in safety tests in the automo-
tive industry is analysis of the impact of velocity on the risk of injury 
in relation to the driver and passenger of a passenger car, presented in 
[33]. Other example of the aforementioned analyzes are the analyzes 
presented in [17] concerning the impact of position of a person in a 
car on the risk of injury during a road accident. Another example of 
the use of dummies is analysis of the impact of car seat vibrations 
on the comfort of a child traveling in a car, which was presented in 
[30]. Along with the development of computer techniques and the de-
velopment of numerical computational methods, a numerical dummy 
model was developed, which is used for virtual crash tests and simula-
tions aimed at analyzing the safety of a driver and passengers in new 
automotive solutions. 

Simulations with the use of HYBRID III dummies models were 
also carried out in relation to mining machines used in hard coal 
mines. The article [28] presents the structure and the method of defin-
ing the dummy model, as well as an example of a simulation in which 
the HYBRID III dummy model was used during the analyzes of the 
floor railway operator’s cabin. As regards the use of suspended mono-
rails, the HYBRID III dummy model was used to identify hazards 
and to assess their effects in the event of emergency braking from  
2 m/s and 4 m/s in relation to passengers traveling in one of the types 
of passenger cabins [27]. This article presents the results of the simu-
lation of an impact of a monorail traveling at a speed of 5 m/s against 
a stationary obstacle, with the operator wearing seat belts or without 
the seat belts. The objective of these research work was to demon-
strate the necessity to introduce seat belts as the basic and necessary 
equipment for the operator’s cabin of monorails traveling at a speed of  
5 m/s. Due to the justified efforts to increase the permissible speed of 
the suspended monorail, it is necessary to ensure the safety and com-
fort of the personnel movement while transporting people. Safety in 
this aspect relates both to the safety of people as well as to the safety 
of machines, equipment and mining infrastructure. 

Developing the guidelines which determine changes in legal regu-
lations and allow the personnel movement at higher speed in a safe 
way, even in the event of an emergency is a responsible and difficult 
task. Results of the research work presented by the authors constitute 
recommendations on how to configure the slings and lashings of the 
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route to minimize the roadway support load and overloads affecting 
people in the monorail in emergency situations. Ensuring these rec-
ommendations will contribute to the reliable and safe operation of 
suspended monorails, even at higher speeds. On the other hand, the 
introduction of additional components, such as seat belts, in danger-
ous situations, will allow to minimize injuries sustained by people 
traveling on the monorail, as indicated by the HIC parameter, calcu-
lated in the simulations.

2. Computational models of the suspended monorail 
and its route

Measurement of forces acting on the slings of suspended mono-
rail route requires installation of dedicated sensors in the monitored 
slings. Both due to the cost and the capabilities of the measur-
ing equipment, the number of sensors that record the forces acting 
on slings is limited. conditions in which suspended monorails are 
used are the additional difficulty during this type of research work.  
The greatest limitations related to tests in in-situ conditions include the 
fact that the measuring equipment must meet the requirements of the 
ATEX directive to be used in underground mine workings. Safety re-
quirements are another aspect that limits in-situ testing. It is often dif-
ficult to find a sufficient amount of space for the installation of meas-
uring equipment on transport routes in hard coal mines. When testing 
the monorails under the operating conditions, all legal restrictions 
related to the movement of suspended monorails, including the speed 
limits for these monorails, must be met. This means that it is formally 
impossible to carry out driving tests at a speed 5 m/s in real conditions.  
In addition, in accordance with the regulations governing the traffic of 
monorails in mining plants, each time when emergency braking trol-
ley is activated, it is necessary to inspect it, which generates additional 
costs of tests in real conditions. Testing and measuring the forces in 
the selected slings on a real object is easier using a special test stand. 
Such a stand was built under the INESI project [5]. At the stand, while 
maintaining appropriate safety measures, meeting the regulations re-
quired in underground mine are not necessary, and the test equipment 
does not have to meet the stringent requirements related to the ATEX 
directive. The stand built for the project was used to test a new type of 
4 m elongated and reinforced rails (Fig. 1). The stand also has dedi-
cated sensors for recording the force acting on the slings of the route. 
On the test stand, emergency braking was tested at a speed of 5 m/s, 
during which the forces acting on the slings of the route were record-
ed. However, for economic reasons, it was not possible to modify the 
method of suspending the monorail route at the stand and recording 
the forces acting on the slings, using a different method of stabiliz-
ing the rails. According to the authors, the method of suspension and 
stabilization of the rails has an impact on the forces acting on the 
slings in the case of dynamic excitations, such as emergency braking. 
Taking into account the limitations, the authors decided to develop a 
computational model of the suspended monorail and its route, which 
corresponded to the configuration on the test stand.

The model of suspended monorail consisted of an operator cabin, 
machinery part, two gear drives, passenger cabin and emergency brak-
ing trolley. The model of the monorail route consisted of 23 straight 
rails, each 4 m long. The rails were placed horizontally, and to sus-
pend them, slings in the configuration from the test stand were used. 
The created computational model was validated. Emergency braking 
from a speed of 5 m/s with the boundary conditions consistent with 
those on the test stand, was simulated. Validation process consisted 
in comparing the results of the measurements from the test stand and 
those of numerical simulations, and then by fine-tuning the computa-
tional model. The following parameters were analyzed in the valida-
tion process: 

acceleration, recorded in the operator cabin and in the passenger •	
cabin (the difference in the maximum acceleration calculated by 
numerical method and that recorded on the test stand was 6.6% 
on average),
 effective value of vibrations (RMS), recorded in the operator cab-•	
in and in the passenger cabin (the difference in the effective value 
recorded on the test stand and calculated by numerical simulations 
was on average 10%),
forces acting on the selected slings of the monorail route (the dif-•	
ference in maximum force in the selected sling, calculated nu-
merically in relation to values recorded on the test stand, was on 
average 9%).

The detailed method of validation of the computational model and 
the results are included in the following sources: acceleration acting 
on the operator [3]; forces in route suspensions [25]; RMS accelera-
tion [5].

After validation of the suspended monorail model, to assess the 
impact of configuration of the slings and the route stabilizing lashings 
on forces transmitted through the slings to the roof support frame, the 
method of suspending the route in the model was modified by defin-
ing seven variants of the computational model. Configuration of the 
slings on the test stand was marked as variant 6. Each variant of the 
monorail route suspension differed in the arrangement of the slings 
located directly above the rail connections and the presence and loca-
tion of side lashings. Tension of the side chains was adjusted with a 
turnbuckle. Another, more advanced solution is the use of a yield-
ing lashings of a specific stiffness, their changes in length under the 
impact of dynamic loads, reduce the peaks of the force loading the 
sling and the roadway roof support. This solution is definitely more 
expensive. However, to analyze the impact of using such an element 
in the lashing in variants 3 and 5, an elastic-damping element with the 
characteristics corresponding to available industrial solutions was in-
troduced to the side lashings. Each variant of the suspended monorail 
route model is characterized by the following features:

Variant 1 – rails are suspended on straight slings, perpendicular •	
to the monorail route. It is the easiest option to install and at the 
same time the cheapest because it requires the least amount of 
chain for slings. Difficulties occur with the irregular pitch of the 
roadway roof support. A section of the route in variant 1 is shown 
in Fig. 2.

Variant 2 – this variant complements vari-•	
ant 1 with side lashings, added to the rail No. 2 
(in the initial area of the route – braking will 
take place after the lashing). These lashings 
are inclined from the horizontal upwards by an 
angle of 10° and have constant length, Fig. 3.  
The purpose of this variant is to limit the pos-
sibility of the route moving along the monorail 
axis. At the same time, the forces acting on the 
lashings during emergency braking were re-
corded. 

Variant 3 – both the location of the route •	
slings and the lashings were consistent with the 

Fig. 1.	View of the reinforced rail and double sling coupler built on a route intended for high-
speeds [5]
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variant 2. The difference was the yielding of the lashings mounted 
on the rail 2 by introducing an elastic-damping element, enabling 
the lashings to be extended under the impact of external force. 
The modulus of elasticity in relation to the side lashings was  
6.66 x 106 N/m. The purpose of this variant was to compare the 
forces and decelerations during emergency braking in relation to 
the configuration with fixed-length lashings (variant 2).
Variant 4 – additional side lashings, installed on rails 10 and 22, •	
were added to the calculation model of the suspended monorail 
route. The lashings were mounted in the same manner as in the 
previous variants (10° angle from the horizontal), Fig. 4. To iden-
tify differences in the load to the lashing located at the beginning 
of the route (rail No. 2), in the area of emergency braking (rail 

No. 10), and located at the end of the route (rail  
No. 22) additional slings were added. In addi-
tion, the changes in the nature of the route dis-
placement were compared.

Variant 5 – side lashings were modified (in-•	
stalled as in variant 4) by yielding. Spring el-
ements were used with the same properties as 
in variant 3. The purpose of this variant was to 
compare the forces and decelerations during 
emergency braking in relation to the configura-
tion with fixed-length lashings (variant 4). The 
results of this simulation may constitute an ar-
gument for the use of more expensive technical 
solutions in selected regions.

Variant 6 – the computational model in-•	
cludes straight (perpendicular to the rails) and 
oblique slings placed alternately. Oblique slings 
were inclined at an angle of 45°; one in the di-
rection of the monorail movement and the other 
in the opposite direction. This way of construct-
ing the route was used on the test route in the 
INESI project [5], Fig. 5. This variant was used 
to validate the computational model of the sus-
pended monorail.

Variant 7 – all slings of the rails of the com-•	
putational model are inclined at an angle of 45° 
in relation to the monorail route. In each pair 
of slings, one was deflected in the direction of 
the monorail movement and the other in the op-
posite direction, Fig. 6. The purpose of this vari-
ant is to compare the route displacement and 
the forces acting on the slings, in relation to the 
variants with side lashings.  

The developed variants of the method of sus-
pending the route of monorail enabled identify-
ing the impact of method of suspending the route 
on load to the slings, and then further propaga-
tion of the load to the arches of the roadway roof 
support. Such analyzes are important regarding 
the possibility of increasing the accepted speed 
of suspended monorails. Situations when it is 
necessary to use emergency braking from higher 
speed seem to be dangerous. Then, sudden over-
loads (load peaks) may take place and that may 
lead to breaking of the slings and the loss of sta-
bility of roadway support. In an extreme case, in 
poor technical condition, roadway supports may 
be deformed, which leads to the destruction of 
the roadway and transport route [4, 18, 19]. As-
sessment of the impact of installation method 
of suspended monorail route will increase the 
safety of mine personnel and will enable speci-
fying the guidelines for the route installation on 
the sections with increased accepted speed.

3. Numerical simulations
As part of the research work, the MultiBody System (MBS) simula-

tion method was used in numerical simulations related to the dynam-
ics of the presented model. In this method, on the basis of defined geo-
metric constraints and defined excitations, the kinematic and dynamic 
quantities during the analyzed system operation, in the discussed case 
constituting the suspended monorail assembly with its route, were 
calculated. In dynamic simulations, the initial conditions in the form 
of known positions and velocities of all bodies, as well as informa-
tion about the time processes of forces acting on the bodies, are the 
input data. Determination of motion of the MBS under the impact 

Fig. 2.	A section of the suspended monorail route in variant 1, along with the suspended mono-
rail model

Fig. 3. Section of the suspended monorail route variant 2

Fig. 4. Route stabilisation in the computational model for Variant 4
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of the forces applied to it as well as the reac-
tion forces, in particular geometric constraints, 
is the result of solving the dynamics problems. 
From a mathematical point of view, to solve 
the problem of dynamics, solving the system 
of differential-algebraic equations is needed. In 
the software environment (MSC.ADAMS), the 
system of equations of motion of a mechanical 
system is formulated based on the Euler - La-
grange’s equation (1) [26, 31]: 
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where:
L – Lagrange function (2), i.e. the difference between the kinetic •	
energy T and the potential energy V of the system:

	 L = T – V	 (2)

λ•	  – vector of Lagrange multipliers,
Q – vector of generalized forces acting on MBS (3):•	
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q – vector of generalized coordinates,•	
K – number of kinematic pairs in the system,•	

D – number of guiding constraints.•	

The solution of the formulated system of 
equations results in the calculation of positions, 
velocities, accelerations of each solid, as well as 
forces and moments acting in the computational 
model. In the numerical simulations, a compu-
tational model was used, which had previously 
been validated.

The simulation was the same for all variants. 
Emergency braking was from a speed of 5 m/s. 
In each variant of the route suspension, the sus-
pended monorail was accelerated to speed of  
5 m/s. Then, for approx. 1 s, the speed was con-
stant, then emergency braking started due to the 
activation of two pairs of jaws in the brake trol-
ley. An example of the monorail speed chart is 
shown in Fig. 7. 

Until the commencement of emergency 
braking, the speed of the monorail was the same 
in all simulations. Depending on the suspension 
method, the route could move along the axis 
in the direction of the monorail movement. As 
a result of these movements, the curve in the 
speed diagram may oscillate depending on the 
route suspension variant.

4. Results of numerical simulations
In a result of the simulations, time processes of various quantities and 
parameters were obtained.

This article provides the following results:
Curve of acceleration of the transport unit during travel and 1.	
emergency braking.
Forces in the slings of the route.2.	
Displacement of rails.3.	

Ad. 1) acceleration  of the transport unit during travel and emergency 
braking.

Acceleration and in particular the deceleration, affects other pa-
rameters, i.e. the forces in the route suspensions and the route dis-
placements. The greatest changes in the acceleration of the transport 
set may occur in a situation other than typical operating conditions,  
e.g. impact loading due to rockfall, hitting an obstacle or (most of-
ten) during emergency braking. In the case of dangerous situation 
emergency braking starts [14]. Although, according to Annex 4 to the 
Regulation [20], the deceleration cannot exceed 10 m/s2, emergency 
operation of the braking system results in dynamic overloads, affect-
ing both the suspended route, the frame of roadway support, and most 
of all everything on the operator and passengers of the suspended 

Fig. 5. View of the suspended route in variant 6

Fig. 7. The course of travel speed of suspended monorail unit in the MBS simulation

Fig. 6. Route suspensions in the computational model in Variant 7
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Variant Acceleration

1.

2.

3.

4.

5.
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monorail. Fig. 8 shows the acceleration curves of the transport set in 
each simulation variant. Maximum and minimum accelerations for 
each of the analysed variants are shown in Fig. 9.

The highest deceleration acting on the monorail operator during 
emergency braking was recorded for variants 4 and 5 – the variants in 
which 3 side lashings stabilizing the route were defined. On the other 
hand, the smallest decelerations affecting the operator during emer-
gency braking were recorded for variants 2 and 3, in which one side 
lashing was used at the beginning of the route. Higher values were 
recorded in variant 7, in which all the slings were inclined, due to 
the fact that after braking the route moves further in the direction of 
monorail movement. The route was stabilized by 3 side lashings In 
variants 4 and 5. This eliminated the possibility of further movement 
of the route, what increased deceleration during emergency braking. It 
is worth mentioning that deceleration in these variants exceed the ac-
ceptable values regulated by law in the Polish mines. It is because the 
way of route installation is not proper on those route sections where 
a higher speed is allowed. On the other hand, in the case of variants 
2 and 3, during emergency braking, the route was stabilized with one 
lashing, and in variant 7, with oblique slings. Such stabilization limited 
the effect of lifting the entire transport route upwards, as in variant 1.

As a result, the decelerations acting on the operator were mini-
mized. Comparing variants 2 and 3, yielding of the side lashings 
resulted in a reduction of deceleration by approx. 11%. On the other 

hand, in the case of variants with three lashings 
(variants 4 and 5), the addition of side lashings 
resulted in a reduction of the deceleration af-
fecting the operator by about 4.5%. Comparing 
variant 3 (with one flexible side lashing) and 
variant 7 (all oblique slings), the deceleration 
affecting the operator is about 6% higher in 
variant 7. However, the advantage of variant 
7 is the faster stabilization of the route oscil-
lation after emergency braking. In the case of 
variant 3, after stopping the monorail, transport 
route forward and backward movement was 
observed, due to changes in acceleration from 
positive to negative. In the case of variant 7, 
oscillation of the route stops with the braking. 
To sum up, due to minimization of accelera-
tion acting on the suspended monorail opera-
tor during emergency braking, the most suc-
cessful route was the route with straight slings 

and one side lashing (variant 3) and the route where all slings were 
installed obliquely (variant 7).

Ad. 2) Forces in route slings
Forces in each sling were another parameter recorded during the 

simulation. Forces in relation to slings No. 11 – 22 are presented. 
The slings refer to location of transport set after it stopped (they are 
located above the transport set). Number of each sling, depending on 
variant, is shown in Fig. 10 - Fig. 12.

The maximum resultant forces acting on the slings are presented 
in Table 1. The areas marked in green mean the slings with maxi-
mum force at a low level, in most cases not exceeding 10 kN. Yellow 
and orange colours represent the average range of slings loads. The 
slings loaded with a force in the range of 10 kN – 30 kN are in this 
group. It is a load greater than in the group marked in green, how-
ever, it is accepted and does not cause any dangerous situations. The 
areas marked in red indicate slings loaded with a force of more than  
30 kN. These are the most loaded slings and special attention should 

6.

7.

Fig. 8. Acceleration curves for each variant

Fig. 9. Maximum and minimum accelerations for each of the analysed variants
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be paid to them, because in these situations the accepted values may 
be exceeded. 

Due to the stopping point of transport set, a lower load to slings 
numbers 19-22 was observed. The highest forces acting on the slings 
were recorded for pairs of slings marked as cz13 and cz14 as well 
as cz15 and cz16 in all variants. This results from the place, where 
the monorail stops during emergency braking. The heaviest compo-

nent of the set (the machinery part) is on the rail located between the 
slings cz15 and cz18. Direction of the monorail travel determines the 
direction and sense of inertia force, which loads mainly slings cz15 
and cz16. The highest force acting on the sling was recorded for the 
variant 6 in the sling cz15. Such a large value results from fact that the 
load from the mass of the machine, i.e. inertia force of this monorail 
component, and the weight of the travel route, accumulated on this 

sling. This unfavorable phenomenon takes place 
when the transport route moves forward or 
backward at such arrangement of the slings, and 
this happens during emergency braking. In such 
a situation, one (front) sling is partially relieved, 
while the other „takes” part of the first load and 
the function of route stabilization. In variant 6, 
accumulation of these loads results in exceed-
ing the maximum accepted forces loading each 
sling. A similar situation takes place in variant 7, 
in which 400 N is below the maximum accepted 
force. When analyzing the force recorded in the 
most loaded sling, it can be observed that  the 
introduction of one side lashing (variant 2) de-
creased the force in the sling cz15 by approx. 
5% compared to the variant with all straight 
slings (variant 1). On the other hand, the intro-
duction of 3 side lashings (variant 4) resulted in 
a reduction of force in the most loaded sling by 
approx. 16.8%, in relation to the variant without 
lashings (variant 1). In turn, yielding the side 
lashings resulted in a reduction  of forces in the 
most loaded sling by approx. 27.5%, comparing 
variants 1 and 3, and about 12.8% comparing 
variant 1 and 5. Analyzing the recorded forces 
in variant 6 and 7,  a significant disproportions 
in force between adjacent slings forming the 
letter “V” inclined in opposite directions can be 
observed. This disproportion may reach even 
approx. 40% as in the variant 7 and slings cz15 
and cz16. 

In variants 2, 3, 4 and 5 there were side lash-
ings stabilizing the monorail route. Fig. 13 -  
Fig. 15 show the maximum force vector compo-
nents recorded in the stabilization lashings dur-
ing the emergency braking.

The force components are in the following 
directions:

OY - in line with the direction of the mono-•	
rail movement,

Table. 1.	 Maximum resultant forces in slings 11-22

Variant 
number

Maximum resultant force  

cz11, N cz12, N cz13, N cz14, N cz15, N cz16, N cz17, N cz18, N cz19, N cz20, N cz21, N cz22, N

1. 22052 25741 25015 23675 31789 24582 21596 18553 7384 6079 1619 1069

2. 22227 24496 25312 24801 30205 23031 17607 18622 7164 6816 1555 1377

3. 24519 24156 23947 23188 23055 19035 16939 18035 6306 5980 1474 1050

4. 19222 20777 19905 19830 26445 21541 16879 17728 6778 8171 5339 2648

5. 21733 23721 25812 25048 27732 27118 16996 18059 5784 6122 2031 4346

6. 23998 34444 23496 23471 47472 29085 17363 17316 11932 9786 1028 1014

7. 28042 26823 29308 26103 39600 24043 27935 26671 9744 8837 1839 1471

Fig. 12. Numbers of slings in variant 7

Fig. 11. Numbers of slings in variant 6

Fig. 10. Numbers of slings in variants 1 – 5
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OZ - vertical, perpendicular to the axis of the monorail route,•	
OX - horizontal, perpendicular to the axis of the monorail route.•	

The highest values occur in the components of the forces whose 
direction is consistent with the direction of movement of the transport 

unit. Increasing the number of lashings from 1 (variant 2) to 3 (vari-
ant 4) reduces the maximum force by approx. 46.3% in relation to the  
Y axis, by approx. 73.7% in the vertical axis (Z axis) and by approx. 
3 % in the X axis. In addition, the introduction of yielding slings de-
creased the maximum forces in relation to the configuration with one 
sling by approx. 56% in the Y axis (in line with the direction of trav-
el), by approx. 45% in the vertical axis (Z axis) and by approx. 73% 
in the X axis. In relation to the configuration with three side lashings, 
their yielding resulted in a reduction of the maximum forces in these 
lashings by approx. 46% in the Y axis, by approx. 20% in the vertical 
axis (Z axis) and by approx. 60% in the X axis. Therefore, it can be 
concluded that yielding the side lashings is an effective way to re-
duce the force in them. This conclusion justifies the purchase of more 
expensive components used in yielding lashings, especially in the 
sensitive places, where the roadway roof support is in a worse techni-

cal condition or in the strategic points along the suspended monorail 
route. The recorded results show that along with introduction of three 
side lashings, “tearing up” of the rail  No. 10 was minimized. This is 
evidenced by a significant reduction in force in these lashings in the Z 

axis (vertical axis). The forces acting in the “X” 
direction have the smallest share in load to the 
stabilizing lashings, because the computational 
model covered only the straight section of the 
route where there were no external forces acting 
in this direction. The forces recorded in this axis 
resulted mainly from the deviation of the side 
lashings by an angle of 10 degrees from the ho-
rizon. Minimizing the force in the slings, which 
are transferred to the roadway roof support dur-
ing emergency braking from speed of 5 m/s is 
most effective in variant 3 or variant 5. While 
analysing the forces in the side lashings, special 
attention should be paid to the large values of 
forces recorded in the lashings in axis of the 
railway movement (Y axis).

The presented forces suggest that during 
emergency braking from a speed of 5 m/s, the 
accepted loads to the roadway roof support 
may be exceeded. An improvement was ob-
served in configurations with added side lash-
ings and with the yielding of these lashings. A 
comprehensive solution to this problem may 
be designing the proper installation of the side 
lashings, the task of which will be to distribute 
dynamic loads to several adjacent roof support 
frames. In this way, the lashings will stabilize  
the monorail route and at the same time the ac-
cepted load to each roadway support arch is not 
exceeded. 

Ad. 3) The rail further movement

In Table 2 further movement of the rail 1 and 
10, in line with OY, OZ and OX directions is 
given.

The colours given in the table show that the 
greatest further movements were in Y direction, 
i.e. in line with the travel of the transport unit 
(red and orange).

Further movements in the Z direction, i.e. ver-
tical (orange and green) were smaller and neg-
ligible ones were in the X direction (horizontal, 
perpendicular to the route axis). The largest fur-
ther movements were in the route arranged ac-
cording to variant 1 (without stabilization) and 
the maximum values mean a very large swing 
of the route, which in real conditions would not 
be acceptable (fields marked in red in Table 3). 

The introduction of one, yielding lashing reduces this value by ap-
prox. 50%, and the next two by approx. 60%. Further movements of 
approx. 180 mm during emergency braking do not pose any threats to 
the crew and passengers and at the same time they reduce the maxi-
mum force in the stabilizing lashings.

5. Analysis of the results
The cabin hitting a stationary obstacle was simulated as a part of 

the assessment of operator safetyin the case of an emergency braking 
when driving at a speed of 5 m/s. During the simulation,the Articu-
lated Total Body (ATB) of Hybrid III dummy model was used, cor-
responding to a 50 percentile male.

Based on the numerical simulation, the maximum value of the 
Head Injury Criterion (HIC) during the collision of the cabin with 

Fig. 13. Component Y of the force in lashings stabilizing the route 

Fig.  14. Component Z of the force in lashings stabilizing the route

Fig.  15. Component X of the force in lashings stabilizing the route
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an obstacle was determined. This is one of the injury criteria that has 
been established on the basis of biomechanical responses from ex-
perimental tests [7]. The HIC parameter is  a function of the time and 
deceleration during head collision with an obstacle (5). The HIC is 
expressed by the following formula [11]:
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where:
a – liner acceleration (deceleration) of head centre of gravity, •	
in g,
t•	 1, t2 – time of starting/ending the contact of head with an obstacle 
or time interval expressed in sec., at which HIC is maximal (di-
mensionless parameter).

Exceeding the value of 1000 of HIC means significant increase 
in the probability of a serious head injury [10, 15, 16]. In relation to 
the analysed case, two simulations were carried out - the first one, in 
which the operator sits freely in the operator cabin and has the ability 
to move around; in the second,the operator is additionally secured 
with four-point seat belts. Fig. 16 shows the operator initial position, 
which was the same in both simulations. Then the operator positions 
are shown after collision withan obstacle comparing the variant with 
fastened seat belts and without seat belts. The position ofthe operator 
is shown in 0.15 s and in 0.21 s of simulation. 

Fig. 17 shows the HIC parameter during the 
simulation of the vehicle hitting an obstacle 
whenthe operator does not have seat belts. The 
value reaches 1200, what means that there is a 
very high probability of serious or fatal head in-
jury in the result of hitting the head on the cabin 
front.

Fig. 18 shows the HIC parameters in relation 
to simulation of the operator cabin collision in 
a situation with the seat belts fastened. In this 
case, the maximum HIC parameter is about 350, 
what means a low probability of suffering severe 
or fatal head injuries. 

For interpretation of the above diagrams, the 
Abbreviated Injury Scale (AIS) for adults is 
used. In this way, it is possible to detail the HIC 
parameter impact on the damage level [16]. For 
example, when this parameter is equal to 1000, 

it means the following: 
18% probability of heavy head injury (AIS4), •	
55% probability of medium head injury (AIS3), •	
90% probability of light head injury (AIS2). •	

It is assumed that hitting the head on a non-deformable 
surface with a speed of at least 4 m / s may cause severe 
brain injuries TBI (Traumatic Brain Injury).

6.  Conclusions
MBS simulation, along with the analysis of the results, 

enables the identification and selectionof the method of 
suspending and stabilization of the monorail railway route. 
The simulations allowfor the identification of adverse phe-
nomena that may occur in emergency situations, such as 
emergency braking from higher speeds. The unfavourable 

Table. 2.	 Maximum further movement of the route (rails No 1 and 10) in each variant of the route 
suspension
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Maximum further movement rail 1 Maximum further movement rail 10
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1. 0.365 0.132 0.005 0.365 0.132 0.001

2. 0.133 0.084 0.001 0.129 0.017 0.001

3. 0.188 0.078 0.001 0.184 0.03 0.001

4. 0.111 0.079 0.001 0.104 0.107 0.0002

5. 0.157 0.075 0.002 0.15 0.114 0.0003

6. 0.009 0.002 0.004 0.009 0.002 0.001

7. 0.005 0.001 0.002 0.005 0.001 0.002

Fig. 16.	 Position of Hybrid III dummy during collision with the obstacle at speed equal to  
5 m/s: (a) simulation without safety belts, (b) simulation with the safety belts

Fig.  17.	The HIC parameter when simulating an impact with an obstacle at a 
speed of 5 m/s while traveling without seat belts

Fig. 18. The HIC parameter when simulating an impact with an obstacle at a 
speed of 5 m/s while traveling with the seat belts
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phenomena include excessive further displacement ofthe route, ob-
served in variant 1. Excessive stiffening of the route (variants 6 and 7) 
is also not favourable, due to generation of high forces in the lashings 
of the route, which may result in exceedingthe acceptable load to a 
single roadway roof support frame. Use of the yielding componentsin 
the lashings enables the minimization of the forces loading the roof 
support frame, which is especially important in the case of emergency. 
Regarding the suspension options analysed in the article, variants3 
and 7 are the most advantageous regarding minimizing the overloads 
acting on the operator,and variants 3 and 5 regarding minimizing the 
forces in the slings. In turn, the smallest forces in the side lashings 
were recorded in variants 4 and 5. As it results from the analyses pre-
sented in the article, there is no one universal and best configuration 
of the suspensions of the suspended monorail route, whichin the situ-
ation of dynamic excitations would allow for the maximum minimiza-
tion of all effects of this extortion. Therefore, numerical simulations 
should be a normal practice used by designers of transport routes in 
the production preparation departments of the mining plants, especial-
ly in the case of routes intended for high-speed suspension railway, 
used for the personnel movement. An additional advantage of using 
this type of simulation at the route designing stage is the possibility 
of checking and testing many variants of the configuration of slings 
and lashings proposed by the designers. Another conclusion from the 
analyses of forces in the side lashings is the need to use components 
that allow the distribution of forces resulting from dynamic forces into 
several adjacent roof support arches. This is a valuable information 
for designers of road transport at higher speed. 

Simulations with the ATB, as well as the analyses of the results, 
indicate that the operator cabin should be equipped with additional 

passive safety elements, e.g. seat belts or headrests. These elements 
will protect the operator against severe and even fatal injuries in an 
emergency. The proposed additional equipment of the operator cabin 
significantly reduces the HIC coefficient, which should be interpret-
edas minimizing the likelihood of serious head injuries. Use of special 
numerical simulations enables both the quantitative and qualitative 
assessment of the impact of changed driving speed on the operator 
safety. Inability of this type of tests in real conditions, due to the exist-
ing regulations and ensuringthe safety of the railway operator is an 
another argument. 

Numerical analyses enable, in a safe and effective way, analysing 
the level of safety and comparing various scenarios of emergency 
situations that may happen during operation of the suspended mono-
rail. The analyses of forces in the slings, the decelerations affecting 
people traveling by the monorailand the route displacements indicate 
that movement of passengers by the suspended monorailat a speed of 
5 m/s, is possible without reducing the level of safety under condi-
tion of ensuringthe proper design and stabilization of the suspended 
route as well as introduction of additional equipment (passive safety) 
in the transport unit. The designer should select the configuration of 
the slings, so that the route does not move excessively during emer-
gencies. At the same time, care should be taken not to over stiffen the 
route, which will result in a significant increase in loads transferred to 
the frame of the roadway roof support.
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1. Introduction
The polymer coatings of technical objects during their use in natural 
conditions are influenced by various types of harmful operational fac-
tors, both climatic and environmental. Among the climatic factors, 
the strongest destruction of polymer coatings is caused by solar UV 
radiation, which primarily contributes to the degradation of the coat-
ing material and to the initiation of surface cracking of silver coatings 
[27]. On the other hand, the dominant environmental factors include 
hard erosive particles (stones, gravel), causing: erosion, abrasion and 
scratching of the coatings [12], as well as aggressive media.

The aggressive media contributing to the strong destruction of 
polymer coatings include salt spray (occurring in the coastal area), as 
well as an aqueous solution of sodium chloride (the so-called brine), 
which is commonly used in winter to prevent the formation of a layer 
of ice on the road surface[40].

Operational factors synergistically influencing polymer coatings 
(climatic and environmental) cause their destruction, both chemical 
(degradation) and physical, manifested in the form of: craters, etch-
ings, cracks, blisters, interlayer delamination and surface roughness 
increase [17]. Moreover, the impact of operational factors leads to 
the loss of durability of the adhesive bonds between the primer coat 

and the substrate [41], as a result of the development of undercoating 
corrosion [29].

Operational factors in the initial period of use of polymer coat-
ings cause a progressive loss of their gloss and colour change, thus 
deteriorating the decorative properties of the coatings [30]. In subse-
quent stages, due to the increasing physical destruction of the coatings 
with the passage of their service life, as well as the degradation of the 
chemical structure of the polymer coating material, deterioration of 
the barrier properties of the coatings, determining their reliability, is 
observed [17].

The reliability of polymer coatings is primarily determined by their 
tightness, conditioned by the optimal proportion of fillers and pig-
ments, limiting the porosity of the coating-forming material [11]. The 
reason for the formation of pores is the development of ageing proc-
esses in the structure of the coatings, mainly under the influence of 
climatic factors, and above all, solar UV radiation [13]. Pores can also 
be generated by the influence of environmental factors in the form 
of: mechanical loads [35], microorganisms [42] and aggressive me-
dia, including aqueous solutions of sulphuric acid [15] and sodium 
chloride [18].

The reliability of polymer coatings significantly depends on the 
type of coating resin used for their production, which was confirmed 

The main goal of the research presented in the article is to assess the impact of the destruc-
tion (degradation) of epoxy coatings, caused by the influence of a 25% aqueous solution of 
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by the test results presented in the paper [2]. The coatings are made 
of laminates produced on the basis of epoxy or polyester resin. The 
research proved that epoxy resin coatings showed greater resistance to 
abrasion and scratching [2].

The mechanical wear resistance of polymeric materials (protective 
coatings) is also determined by their hardness, the increase of which 
generally increases their resistance to abrasion and scratching. The 
authors of the work [30] investigated the impact of thermal fatigue 
and ageing on the hardness of polymer-ceramic composites, confirm-
ing the high hardness stability of new silorane composites, which 
translates into their high resistance to abrasive wear, compared to tra-
ditional composites.

Reliability tests of multi-layer polymer coatings protecting the 
floor of military cars against destruction caused by an explosion (e.g. 
grenade) are presented in the paper [36]. Effective protection against 
this type of rapidly increasing mechanical loads was provided by a 
coating consisting of three layers, the first of which was a glass com-
posite (6 mm thick), the second was an aluminium sheet (12.5 mm 
thick), and the third was an aramid composite (2,5 mm thick).

Increasing the tightness of polymer coatings, which determines 
their reliability, is achieved by modifying the physical structure of 
the coating material by supplementing with various types of fillers, 
with optimal dimensions and mass fraction [9]. Microfillers ensur-
ing good barrier properties of coatings include, among others: glass 
microspheres [12], silicon dioxide (silica) [23], titanium dioxide [38], 
zinc [24].

In this article, an epoxy primer coating modified with a micro-filler 
in the form of zinc dust and zinc monoxide is considered.

The reliability of polymer protective coatings is particularly effec-
tively improved by addition of various types of nanofillers, among 
which the most commonly used is silicon dioxide (the so-called na-
nosilica) [7]. The composition of polymer coatings is also enriched 
with nanoparticles of: zinc [6], copper [14], titanium dioxide [31], 
aluminium trioxide [37], as well as silver nanoparticles, additionally 
acting as inhibitors of biological corrosion [28].

Titanium dioxide nanoparticles were used to modify the top layer 
of the epoxy coating system, the examination results of which are 
presented in this article.

The mass fraction of nanoparticles of fillers is generally ten times 
lower than in the case of using traditional microfillers. High tightness 
and good mechanical properties of polymer coatings (high resistance 
to: erosion, cracking, bending, impact, abrasion) are obtained when 
each of the filler grains is surrounded by the coating resin [11].

The introduction of nanofillers to the paints reduces the porosity 
of the coatings, thus improving their barrier properties, which trans-
lates into a reduction in the absorption of aggressive media. This 
was proved by the results of the research obtained in the work [10], 
showing a decrease in water absorption of epoxy coatings as a result 
of their modification with aluminium trioxide nanoparticles, with a 
simultaneous increase in their erosive resistance. It was also found 
that this type of modification of oxysilane coatings increased their 
resistance to the effects of salt spray [ 20].

The paper [37] showed that polymer coatings containing alu-
minium oxide nanoparticles, thanks to their high hardness and even 
distribution in the coating material, were characterized by increased 
resistance to abrasion and scratching. 

Modification of epoxy coatings with copper nanoparticles [14], 
with a grain diameter below 66 nm (with a mass fraction of 3.5%), 
resulted in a reduction of over 30% of the pore volume determined 
with the use of mercury porosimetry. In addition, an increase in the 
erosion resistance of modified epoxy coatings was observed, which 
also showed high thermal stability and resistance to UV radiation with 
a wavelength below 350 nm.

Research has shown that modifying polymer coatings with small-
sized nanoparticles does not reduce their transparency, which allows 
them to be used for varnish topcoats. For example, the introduction of 
zinc monoxide nanoparticles into the structure of methacrylate coat-

ings (grain size 3÷5 nm and mass fraction 1÷15%) did not reduce their 
transparency [24].

Polymer coatings modified with nanofillers and nanopigments 
(called nanocoatings), apart from increasing the tightness [8] (due to 
the reduction of their porosity), are characterized by: increased re-
sistance to UV radiation [38] and mechanical factors [25]. Moreover, 
nanocoatings (thanks to their high tightness) show a high durability of 
adhesive connections with the steel substrate, as a result of limiting 
the penetration of aggressive media into the surface of the protected 
element, which may contribute to the development of undercoating 
corrosion [26].

The content of nanofillers in the structure of polymer coatings also 
improves their thermal stability [22] and resistance to biological cor-
rosion [42]. Moreover, the work [29] showed a higher resistance to 
chemical degradation due to UV ageing of polymer coatings contain-
ing UV absorbers in the form of nanoparticles of titanium dioxide 
and/or zinc monoxide, compared to coatings modified with organic 
absorbers.

In order to increase the service life of polyurethane-epoxy coatings, 
nanoparticles of aluminium trioxide (grain size d=20 nm) or silica 
(grain size d=16 nm), the mass fraction of which was 3.5%, were in-
troduced into the polyurethane top layer. Among the coatings aged 
at the climatic station in the period of 3 years, the lowest chemical 
and physical destruction, as well as the highest hardness and erosive 
resistance were distinguished by coating systems with a polyurethane 
topcoat modified with aluminium trioxide [16].

The epoxy coatings assessed in this article have found a wide 
application in anti-corrosion protection of elements of technical fa-
cilities, mainly exposed to the influence of aggressive media [34]. 
The recipe of these coatings is constantly being improved, inter alia, 
thanks to modifications with the use of various types of nanofillers, 
primarily in order to improve their barrier properties, mechanical and 
thermal [35].

Multilayer epoxy coatings reinforced with carbon fibres have been 
used to increase the reliability of coating system protecting the inner 
surface of railway wagons against damages caused by mechanical and 
chemical factors, which was demonstrated in the work [4]. The tested 
coating systems consisted of five to ten layers, made of composite 
epoxy coatings reinforced with carbon fibres. The best mechanical 
properties were obtained for the coating consisting of seven layers.

Increased resistance to soaking by aggressive media of the three-
layer epoxy coating was obtained as a result of improving its tight-
ness, thanks to the introduction of nanofillers to the structure of each 
layer [36]. The base layer was modified with aluminium oxide nano-
particles, the interlayer with graphene nanoparticles, and the top layer 
with silicon dioxide nanoparticles [36]. An increase in the resistance 
of this coating to UV radiation was also found, as a result of its reflec-
tion by silicon dioxide nanoparticles contained in the topcoat.

A significant improvement in the anti-corrosive properties of 
epoxy coatings was achieved after the addition of 2% (mass fraction) 
of cerium and graphene monoxide nanoparticles to their composition. 
The nanofillers sealed their structure, thus limiting the migration of 
aggressive media to the coating substrate [5].

The effective improvement of the resistance of epoxy coatings 
(containing zinc microfiller) to the influence of a 3.5% aqueous solu-
tion of sodium chloride was achieved by introducing 0.3% (mass frac-
tion) of graphene nanoparticles into their composition [1].

Nanofillers were also used in the production of self-healing epoxy 
coatings based on: bio-epoxy resin, halloysite nanotubes and silicon 
dioxide nanoparticles [33]. Halloysite nanotubes (HNTs) were filled 
with bio-epoxy resin (by vacuum infiltration), and silicon dioxide na-
noparticles were mixed with a hardener activated by UV radiation. 
Then, the filled halloysite nanotubes were mixed with the bio-epoxy 
resin (together with the hardener). When attempting to scratch the 
coatings halloysite nanotubes break, and the bio-epoxy resin they con-
tain fills the crackings and comes into contact with the UV activated 
hardener overlaying the silicon dioxide nanoparticles, initiating the 
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curing reaction. Complete self-healing of cracks under the influence 
of sunlight was observed when the mass fraction of halloysite nano-
tubes filled with bio-epoxy resin was 40%. Moreover, the composite 
showed increased shielding ability against UV radiation, as well as in-
creased thermal stability and good transparency. Therefore, the devel-
oped bio-epoxy composite can constitute an effective, self-repairing 
protective coating of technical objects exposed to scratching and the 
influence of solar UV radiation.

The anticorrosive properties of epoxy coatings can also be im-
proved by adding to their composition a filler in the form of flake 
basalt (chemically inactive), the surface modified with aniline trim-
er. The addition of 10% (by mass) of this filler to the composition of 
epoxy coatings increases their corrosion resistance more than twice 
[39]. 

Epoxy coatings also effectively protect concrete elements exposed 
to UV radiation and an aqueous solution of sodium chloride [32].

The resistance of polymer coatings, protecting technical objects 
against the negative effects of aggressive media, is largely determined 
by the hydrophilicity of their surfaces, conditioned by the value of the 
contact angle ΘC, characteristic for each type of coating, depending 
on the type of coating material, as well as the condition of the coating 
surface. On the surface of hydrophilic coatings for which the contact 
angle ΘC=0°, complete spreading of the water drops takes place. It 
should be noted that the most advantageous in terms of protective 
properties are coatings with low wettability (called hydrophobic coat-
ings), characterized by the contact angle ΘC=90°÷180o. However, 
when the value of the contact angle ΘC=180°, the polymer coating is 
completely water repellent [21].

The research showed that the contact angle ΘC decreases with the 
increasing degree of ageing of the coatings surface, especially their 
surface layers, and the lower its value, the larger the area of the sur-
face wetted with drops of aggressive media, which results in increased 
absorbability of aged coatings. On the other hand, the aggressive me-
dia absorbed into the coatings contribute to their swelling and the deg-
radation of the chemical structure of coating material [19].

If the contact angle characteristic for a given coating is ΘC=45°÷90°, 
the penetration of aggressive media (water) into its surface layers to a 
large extent depends on the chemical structure of the coating polymer 
and the geometry of the wetted surface roughness profile. The devel-
opment of destruction processes in polymer coatings under the influ-
ence of climatic factors (mainly as a result of the influence of solar 
UV radiation) contributes to the reduction of the contact angle ΘC that 
characterizes them, thus increasing the absorption of the coatings with 
aggressive media characteristic for the operational environment (e.g. 
acid rain, fog salt, brine) [19].

It should be emphasized that the reliability of polymer coatings is 
determined primarily by the durability of adhesive bonds between the 
coating and the substrate. It is reduced as a result of the development 
of undercoating corrosion as a result of the penetration of aggressive 
media into the usually steel substrate [26, 41].

Epoxy coatings considered in this paper, due to their high adhe-
sion to the steel substrate, have found wide application as primer 
coatings [35].

The ageing of epoxy coatings (obtained from solvent-based paints) 
with an aqueous solution of sodium chloride results in the degradation 
of the coating material and the destruction of the coatings in the form 
of: crackings, etchings, pores and craters (reaching the substrate). 
Moreover, a significant increase in the surface roughness of the coat-
ings was observed, assessed using the Ra and Rz parameters. The 
destruction of the coatings progressively increased with the increase 
of the concentration of the aggressive medium, which, in researches 
presented in the work [18], was 3%, 10%, 20 %.

Due to the insufficient collection of information contained in the 
world literature on the development of the processes of destruction of 
polymer coatings as a result of the influence of climatic factors and/
or environmental factors, no effective method of forecasting their reli-
ability (service life) has been developed so far. This is due to the fact 

that the elements of the “Operational Environment - Coating - Coating 
Substrate” system are subject to constant changes, inter alia as a result 
of the continuous development of technology (nanotechnology) in the 
field of coating materials (polymer materials, fillers and pigments) 
and their application techniques, and also as a result of progressively 
increasing environmental pollution and increasing intensity of solar 
ultraviolet (UV) and thermal (IR) radiation [32].

Due to the development of technology in the area of paints and 
varnishes, pro-ecological powder paints are produced more and more 
frequently [35], and environmentally friendly curing of coatings with 
UV radiation is also used [3,].

This article presents the results of tests of epoxy coating systems 
made of innovative powder paints.

Due to the fact that the paint formula changes on average every five 
years, conducting long-term operational tests in order to determine the 
reliability (durability) of polymer coatings is substantially unjustified. 
Hence the necessity to carry out accelerated tests [29] of the opera-
tional properties of coatings, in conditions modelling the dominant 
climatic and/or environmental factors.

This article presents the results of research on the physicochemical 
properties of epoxy coating systems (used in the renovation painting 
of car chassis elements), which were subjected to accelerated ageing 
with a 25% sodium chloride aqueous solution, modelling brine used 
in winter to prevent road slippery. Brine is one of the dominant fac-
tors that destroy the polymer protective coatings of the car undercar-
riage components during its winter operation. Acceleration of ageing 
was obtained thanks to complete immersion of coating samples in this 
medium.

2. Research methodology

2.1.	 Materials and preparation of samples for testing
Epoxy coating systems, which are used to protect the components of 
the car chassis, were subjected to investigation. 

Samples of epoxy coatings electrostatically deposited on the sur-
face of steel plates with dimensions (160 x 80 x 2) mm were exam-
ined. The plates were cut out of sheets, made of calmed structural 
steel, S 235 JRG 2 (according to PN-EN 10025-1: 2007). The surface 
of the coatings (before applying the primer coat) was cleaned with an 
angle grinder (DWE4157), using sandpaper of P120 gradation. Prior 
to applying the primer, the surface of the steel plates was subjected to 
a degreasing process with an extraction solvent. 

The samples of the coating systems were obtained by applying 
powder paint to the surface of the steel plates using the electrostatic 
spray method. Two layers of epoxy coatings were produced succes-
sively: a primer epoxy coating (grey) and an epoxy topcoat (blue).

The base coats were obtained from epoxy powder paint, modified 
with microfiller in the form of stabilized zinc dust (grain size 3÷4 µm 
and mass fraction 71%) and zinc monoxide (the so-called zinc white, 
with a mass fraction of 5%).

The topcoats were also obtained from epoxy powder paint. Howev-
er, for its modification, nanoparticles of titanium dioxide were used, 
the mass share of which was 2%. The blue colour of the topcoats 
was obtained by using a mineral pigment with a grain size below 20 
µm, consisting of sodium aluminosilicates combined with sulphur 
(Na6Al6Si6O24S4). 

2.2.	 Methodology of accelerated ageing of epoxy coatings 
with brine

The effects of ageing of epoxy coatings as a result of the action of 
a 25% aqueous solution of sodium chloride (called brine) were in-
vestigated. In order to accelerate the examination, the coatings were 
fully immersed in a container filled with brine. The surface condition 
of the coatings was assessed after the appropriate test period, which 
was: 672 h (28 days), 1008 h (42 days), 1344 h (56 days) and 1680 h 
(70 days).
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2.3.	 Methodology of epoxy coatings test-
ing 

The physicochemical properties of unaged and 
aged with brine epoxy coatings were assessed on 
the basis of results of performed standard tests 
of: thickness, surface roughness parameters (Ra, 
Rz, Rmax), and hardness. The applied standard 
test methods and the test equipment assigned to 
them, are described in Table 1.

Non-conventional examination methods pre-
sented in Table 2 were used to assess the causes 
and effects of destruction (degradation of the 
coating material) of epoxy coatings aged with 
brine.

3. Results and their discussion

3.1. Influence of ageing with brine on the 
degradation of the chemical struc-
ture of epoxy coating material

Ageing of epoxy coatings with brine increased 
the intensity of characteristic bands (appearing in 
the FTIR spectrum) of epoxy material contained in the surface layer of 
epoxy coatings (Fig. 1). This testifies changes in the chemical structure 
of the aged epoxy material [13].

In the epoxy material, the intensity of the carbonyl group band 
(C=O), with the peak corresponding to the wave number 1726.94 cm-1, 
increased by more than 3 times in the period of 1680 h. This proves a 
growth of the oxidation degree of the epoxy material.

Table 1.	 Standard test methods for the physicochemical properties of epoxy coatings and the test equipment used

Type of examination method
Apparatus

Standard number

Determination of the coating thickness
PN-EN ISO 2808:2020-01 Elcometer 456C

Method of geometric structure examination of coatings’ surface 
PN-M-04251:1987;   PN-EN ISO 8501-1:2008

Hommel Tester T500
(by Hommelwerke)

Buchholz hardness test method
PN-EN ISO 2815:2004 Erichsen hardness tester

Table 2.	 Non-conventional examination methods of epoxy coatings and test equipment

Type of examination method Apparatus

Study of changes in the chemical structure of an epoxy coat-
ing material Spectrophotometer FT/IR-6200 (by Jasco)

Examination of the coatings thermal resistance Thermal analyser LABSystem TG /DSC (by SETARAM)

Examination of the geometrical structure of the surface Interferometric microscope Talysurf CCI (by Taylor Hobson)

Examination of the surface morphology of epoxy coatings Scanning electron microscope with field emission SU-70 (by 
Hitachi)

Determination of the elemental composition of the surface 
layer of epoxy coatings

X-ray microanalyser with EDS energy dispersion by Thermo 
Scientific (Hitachi SU-70 microscope)

Examination of the epoxy coatings surface wettability Goniometer G10 (by Krüss)

Table 3.	 Temperature values of the energy effects in the epoxy topcoat determined on the basis of the DSC curves course

Ageing period t
[h]

Temperature of energy effects
[oC]

Ageing period 
[h]

Tp
temperature of the beginning of the 

oxidation process

T1
temperature of the exothermic peak

Tk
temperature of the end of the oxida-

tion process

0 258 320 396

672 256 320 396

1008 255 325 396

1344 253 325 396

1680 243 325 396

Fig. 1.	 Characteristics of the FTIR spectrum of an unaged epoxy coating (violet curve) and aged during: 
672 h (blue curve), 1008 h (light green curve), 1344 h (pink curve) and 1680 h (green curve)
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The increase (almost 3 times) of the intensity 
of hydroxyl (OH) groups band (with a peak of 
3396.99 cm-1) of also documents the development 
of epoxy oxidation processes. On the other hand, 
the increase in the content of CH3 groups (in the 
band with the peak corresponding to the wave 
number of 2925.48 cm-1) proves the breaking of 
chemical bonds in the epoxy material [13].

3.2.  Influence of ageing with brine on the 
thermal resistance of coatings
Differential scanning calorimetry (DSC) was used 
to assess the heat resistance of epoxy coatings. In 
the examination of the DSC characteristics, samples 
of epoxy coatings in the form of a powder, obtained 
as a result of abrasion of the top layer of the epoxy 
coating, were used. The average mass of the sam-
ples used in the examination was (3.8±0.1) mg.

The course of the DSC characteristics (Fig. 2) 
shows that ageing with brine caused a progressive 
°decrease of the oxidation process onset temper-

Table 4.	 Surface topography of epoxy coatings

Type of coating Epoxy coating surface topography

Unaged epoxy coating

Epoxy coating
aged with brine

during the 1344 h

Epoxy coating
aged with brine

during the 1680 h

Fig. 2.	 Evolution of the DSC curve of an epoxy coating aged with brine in the period of 1680 h (orange 
curve) compared to the DSC curve of the unaged coating (blue curve)
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ature. For example, after the ageing period of 672 h, the oxidation 
onset temperature decreased by 2°C, and after ageing for 1680 h, it 
decreased by 15°C (Tab. 3). Increase of the exothermic peak  on the 
DSC curves also proves the development of oxidation processes in the 
epoxy material aged with brine (Fig. 2). Thus, the thermal resistance 
of epoxy coatings decreased.

3.3.  Influence of ageing with brine on the surface topogra-
phy of epoxy coatings

Ageing of epoxy coatings with brine caused significant changes in 
their surface topography (Table 4).

The presented images of the surface topography of epoxy coatings 
aged with brine show that the surface destruction of the coatings was 
nonhomogeneous (Table 4).

3.4.	 Influence of ageing with brine on the surface morphol-
ogy of epoxy coatings

Ageing of epoxy coatings with brine resulted in the destruction of their 
surface layers (Table 5) in the form of: craters, chippings, rarefactions, 
crackings. This was due to changes in the chemical structure of aged 
coatings. Table 5 shows the results of the coating morphology investi-
gation obtained with the use of a scanning electron microscope (SEM).

Table 5.	 Morphology of epoxy coatings aged with brine

Ageing period
t

[h]

Epoxy coating images obtained
using SEM

Description of the destruction of the epoxy coat-
ing aged with brine

0

672 formation of craters in the topcoat•	

672 release of topcoat fragments,•	
thinning of the top coat•	

1008
cracking,•	
craters•	
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As a result of coatings ageing with brine, development of craters, 
chipping of coating fragments and rarefactions formation was ob-
served in top coats after the period of 672 h. After ageing in the period 
of 1008 h new kinds of top coats destruction appeared in the form of 
crackings, including also silver crackings. Continuing of ageing (for 
1344h and 1680 h) contributed to the further development of crack-
ings in top coats. 

The chipping of coating components and the formation of craters 
in coating material was primarily influenced by the increase in the 

degree of oxidation of epoxy coatings aged with brine. On the other 
hand, the cause of cracking and the formation of rarefactions in the 
structure of the coatings was the breaking of chemical bonds (Fig. 1).

3.5.	 Influence of ageing with brine on the elemental compo-
sition of epoxy topcoats

X-ray studies (similarly to FTIR and DSC studies) have documented 
an increase in the degree of oxidation of epoxy coatings aged with 
brine. A clear increase in the mass fraction of oxygen was found after 

Table 6. X-ray characteristics of epoxy coatings

Ageing period t [h] X-ray characteristics

0

1008
silver cracking

the release of fragments of the topcoat (chipping),
rarefactions in the top coat

1344 cracking of the top coat,

1680 cracking of the top coat
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the coatings ageing for 1008 h (Table 6). Due to the dominance of 
the process of oxidized coating layers chipping, the share of oxygen 
in the tested coatings, assessed on the basis of X-ray examination, 
remained unchanged after a longer period of ageing of the coating 
samples with brine. 

3.6.	 Influence of ageing with brine on the wettability of 
epoxy coatings

The length of the ageing period had a significant effect on the value 
of the contact angle of the coating while wetting with the measuring 
liquid (water or diiodomethane). Ageing of epoxy coatings with brine 
caused (along with the ageing period flow) a decrease in the value 
of the contact angle ΘC (Table 7) with distilled water. After ageing 
for 1680 h, the value of the contact angle ΘC decreased by 10%, thus 
increasing the contact area of water with the epoxy topcoat.

The obtained results indicate the hydrophilicity growth of aged 
epoxy coatings, which increases their susceptibility to soaking with 
aggressive media (water). It should be emphasized that long-term 
penetration of the coating with aggressive media may lead to the de-
velopment of undercoating corrosion.

The contact angle ΘC was used to de-
termine the Surface Free Energy (SFE) of 
epoxy coatings. The Owens-Wendt method, 
which is commonly used to determine the 
surface free energy of polymer composite 
materials, including epoxy coatings, was 
used to calculate the SFE. In the research 
carried out with this method, distilled water 
(polar liquid), characterized by a high value 
of the polar component, and diiodometh-
ane (non-polar liquid) as a dispersive liquid 
were used as measuring liquids.

The obtained results of research on the surface free energy of epoxy 
coatings aged with brine (Tab. 8) showed a significant effect of their 
ageing period on the value of the SFE components, both polar and 
dispersive. The free surface energy decreased by 4% for epoxy coat-
ings aged with brine in the period of 1680 h.

On the other hand, ageing with brine contributed to a significant in-
crease in the value of the polar component of the surface free energy of 
epoxy coatings. After ageing in the period of 1680 h, its over three-fold 
increase was observed. It should be said with high probability that it 
was influenced by changes in the chemical structure of the epoxy mate-
rial contained in the surface layer of epoxy coatings (Fig. 1). 

3.7.	 Influence of ageing with brine on the thickness of epoxy 
coatings

Characteristic of the thickness increase of epoxy coatings aged with 
brine during the period of 1680 h is presented in Figure 3, while Table 
9 shows the trend line equation and the value of the coefficient of 
determination R² of this characteristic.

1008

Table 7.	 Contact angle ΘC values of epoxy coatings surfaces aged with brine

Ageing period
t

[h]

Contact angle ΘC
[°]

water diiodomethane

0 88.18 51.69

672 86.22 59.42

1008 80.99 54.83

1344 80.10 58.62

1680 78.98 62.67

Table 8.	 Effect of ageing of epoxy coatings with brine on the value of surface free energy and its compo-
nents (dispersive and polar)

Ageing 
period

t
[h]

Surface free energy (SFE)
γs

[mJ/m2]

Dispersive component of SFE
γs

d

[mJ/m2]

Polar component of SFE
γs

p

[mJ/m2]

0 35.53 33.33 2.20

672 32.59 28.91 3.68

1008 36.49 31.54 4.94

1344 35.28 29.37 5.91

1680 34.18 27.04 7.14

Fig. 3.	 Characteristic of the thickness increase of epoxy coatings aged with 
brine
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The test results proved a progressive increase in the thickness of 
aged coatings, which after ageing in the period of 1680 h accounted 
for 5%, which was caused by soaking of the coatings with brine 6.

3.8.	 Influence of ageing with brine on the mass of epoxy 
coatings

The characteristic of the mass increase of epoxy coatings aged with 
brine during the period of 1680 h is presented in Figure 4, while Table 
10 shows the trend line equation and the value of the coefficient of 
determination R² of this characteristic.

The conducted research shows that ageing with brine caused a pro-
gressive mass increase of epoxy coatings. After ageing of the coat-
ings in the period of 1680 h, due to the penetration of brine into its 
interior, an increase in the mass of the coatings by 8% was observed. 

The reason for this was (among other things) an increase in the water 
absorption of the coatings, resulting from the reduction of the contact 
angle of the coating surface with water (Table 8).

3.9.	 Influence of ageing with brine on the hardness of epoxy 
coatings

The characteristic of Buchholz hardness measurements of epoxy 
coatings aged with brine in the period of 1680 h is presented in Fig-
ure 5, and in Table 11, the equation of the trend line and the value 
of the coefficient of determination R² of this characteristic are pre-
sented.

Ageing with brine resulted in a progressive reduction of hardness 
(according to Buchholz) of epoxy coatings. After ageing of the coat-
ings in the period of 1680 h, the hardness decreased by 30%, which 

was caused by an increase in the brittleness of the coatings as a result 
of an increase in their oxidation degree (Fig. 1, Table 3).

3.10.	Influence of ageing with brine on the surface rough-
ness of epoxy coatings

The impact of brine ageing on the surface roughness of epoxy coatings 
was assessed on the basis of examination of their parameters (Ra, Rz and 
Rmax) of surface roughness. Ageing with brine in the period of 1680 h 
resulted in a significant increase in their value, which was caused by the 
chipping of components from the top layer of the coatings.

The characteristics of the Ra, Rz and Rmax parameters of the sur-
face roughness of epoxy coatings aged with brine in the period of 
1680 h are presented in the figures 6 ÷ 8, while the equations of the 
trend line and the values of the coefficient of determination R² of these 

Table 9.	 Equation of the trend line and the value of the coefficient of determination R² for the 
thickness increase characteristic of epoxy coatings aged with brine

Characteristic name Mathematical model Coefficient of deter-
mination R2

Thickness increase y = -3E-10x3 + 6E-07x2 + 0.0027x + 0.0011 0.9999

Table 10.	Equation of the trend line and the value of the coefficient of determination R2 for the 
mass increase characteristic of epoxy coatings aged with brine

Characteristic name Mathematical model Coefficient of deter-
mination R2

Mass increase y = -1E-09x3 + 5E-06x2 + 0.0003x – 0.0027 0.9999

Table 11.	Equation of the trend line and the value of the coefficient of determination R2 for the 
hardness (according to Buchholz) characteristic of epoxy coatings aged with brine 

Characteristic name Mathematical model Coefficient of deter-
mination R2

Buchholz hardness y = 9E-10x3 - 7E-07x2 – 0.0162x + 83.993 0.9999

Fig. 4. Characteristic of mass increase of epoxy coatings aged with brine Fig. 5.	 Characteristic of Buchholz hardness of epoxy coatings aged with 
brine

    

Fig. 8. Characteristic of the Rmax parameter of the surface roughness of epoxy 
coatings aged with brine
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characteristics are presented in Tables 12÷14. Ageing with brine re-
sulted in a progressive increase in the Ra Rz and Rmax parameters of 
epoxy coatings, which after ageing in the period of 1680 h increased 
by 73%, 45% and 30%, respectively.

4. Summary
The conducted literature study shows that the current range of knowl-
edge concerning the operational properties of polymer coatings ex-
posed to brine during use, prevents the effective design of reliable 
protective and decorative coatings of technical devices.

The main reasons for this are the constant changes in the composi-
tion of coatings, caused by the development of nanotechnology in the 
field of nanofillers and nanopigments used for their modification, as 
well as the growing pro-ecological requirements in the field of paint 
and varnish production.

The speed of these changes is in contradiction with the traditional 
exploitation tests of the protective effectiveness of coatings, the dura-
tion of which in the case of innovative coatings can be even several 
years. The solution to this problem are accelerated tests used in condi-
tions of intensified operational exposures caused by climatic and en-
vironmental factors. The degree of intensification of these exposures 
should be selected in such a way as to be adequate to the exposures 
affecting the actual period of several years of operation of the device 
protected with a given protective and decorative coating.

This article presents the results of accelerated (multi-criteria) tests 
of the variability of the physicochemical properties of epoxy coatings, 

such as their thickness, mass (water absorption), hardness, surface 
roughness, heat resistance, water wettability.

Epoxy coating systems, consisting of a base layer modified with 
zinc microfiller and a top layer modified with nanoparticles of tita-
nium dioxide, were subjected to multi-criteria tests of coating proper-
ties, determining their operational characteristics.

The epoxy coatings were aged by immersing them in a 25% aque-
ous sodium chloride solution (called brine). The maximum period of 
ageing with this medium was 1680 h.

Unconventional tests were used to determine the conditions for the 
destruction of brine-aged epoxy coatings, which include: FTIR infra-
red spectroscopic tests, DSC differential scanning calorimetry tests, 
tests of the surface morphology of the coatings performed with the 
use of scanning electron microscopy, tests of the geometric structure 
of the surface of the coatings with the use of an interferometric micro-
scope, testing the angle ΘC of wetting the surface of the coatings with 
a model liquid (water or diiodomethane).

The observed increase in brittleness of the top layer of brine-aged 
epoxy coatings, which progressively increased with the ageing time, 
was caused by the development of oxidation processes of the epoxy 
material. This is evidenced by an over 3-fold increase in the intensity 
of the C=O carbonyl group band (with a peak corresponding to the 
wave number 1726.94 cm-1), disclosed in FTIR studies. Moreover, a 
more than 2-fold increase in the intensity of the OH hydroxyl group 
band (with a peak of 3396.99 cm-1), also documenting the develop-
ment of oxidation processes of epoxy topcoats. On the other hand, 
increasing the intensity of the CH3 group band (with a peak corre-

Fig. 6.	 Characteristic of the Ra parameter of the surface roughness of epoxy 
coatings aged with brine

Fig. 7.	 Characteristic of the Rz parameter of the surface roughness of epoxy 
coatings aged with brine

Table 12.	Equation of the trend line and the value of the coefficient of determination R² of the Ra 
parameter of the surface roughness characteristic of epoxy coatings aged with brine

Characteristic name Mathematical model Coefficient of deter-
mination R2

Ra parameter y = −1E−11x3 + 5E-08x2 + 3E-06x + 0.11 0.9999

Table 13.	Equation of the trend line and the value of the coefficient of determination R² for the 
parameter Rz of the surface roughness characteristic of epoxy coatings aged with brine

Characteristic name Mathematical model Coefficient of deter-
mination R2

Rz parameter y = 0.0002x + 0.77 1

Table 14.	Equation of the trend line and the value of the coefficient of determination R² for the 
Rmax parameter of the surface roughness characteristic of epoxy coatings aged with 
brine

Characteristic name Mathematical model Coefficient of deter-
mination R2

Rmax parameter y = −1E−11x3 − 6E-08x2 + 0.0003x + 1.0599 0.9999
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sponding to the wavenumber of 2925.48cm-1) indicates the breaking 
of chemical bonds in the epoxy material.

The chipping of the components of the top layers of the coatings, 
as a result of the increase in the degree of their oxidation, resulted in 
a significant change in the surface roughness profile.

For example, after 1680 h of ageing, the Ra parameter of surface 
roughness increased by 73%, the Rz parameter by 45%, and the Rmax 
parameter by 30%.

The effect of brine contributed to a reduction in the heat resistance 
of aged coatings, as it was found that the temperature of the beginning 
of the oxidation process (the beginning of thermal decomposition) de-
creased with the ageing time, as demonstrated in DSC tests. It was 
found that after 1680 h ageing, the temperature of the beginning of 
the oxidation process decreased by 15°C. Moreover, an increase in the 
intensity of the exothermic peak on the DSC curve was observed. This 
proves the development of epoxy oxidation processes with the pas-
sage of their ageing with brine. X-ray studies have also documented 
an increase in the susceptibility of epoxy coatings to oxidation due to 
ageing with brine. They showed a clear increase in the mass fraction 
of oxygen after ageing of the coatings over the period of 1008 h, de-
termined on the basis of X-ray examinations.

After ageing with brine for 1680 h, a decrease in the hardness 
(according to Buchholz) of the coatings by 30% was also observed, 
which contributes to a decrease in their mechanical properties [25].

Ageing of epoxy coatings with brine caused a progressive (with 
ageing time flow) decrease in the value of the water contact angle 

ΘC on their surface, which after ageing for 1680 h decreased by over 
10%. The obtained results indicate an increase in the hydrophilicity 
of epoxy coatings. Long-term penetration of the coatings with brine 
and its migration to the steel substrate may lead to the development 
of undercoating corrosion, as a result of which the coating will lose 
its adhesion to the steel substrate. Then it ceases to fulfil its protective 
(barrier) function and needs renovation.

The conducted research also revealed an over 3-fold increase in 
the value of the polar component of surface free energy in the case 
of epoxy coating ageing in the period of 1680 h. This was probably 
caused by significant ageing changes in the form of degradation of the 
chemical structure of the epoxy topcoat coating material.

It was also found that after ageing of the coatings in the period of 
1680 h, their thickness increased by almost 5%, and their mass by 8%. 
The likely reason for this was the increase in wettability and porosity 
of the coatings (due to cracking of chemical bonds).

To sum up, the effect of brine on epoxy coatings resulted in de-
terioration of their operational properties, determining the coatings 
reliability, documented by: an increase in thickness and mass (water 
absorption), a decrease in hardness, a significant increase in the values 
of parameters (Ra, Rz, Rmax) of surface roughness, a decrease in the 
angle ΘC of surface wetting with water, a decrease in the thermal de-
composition onset temperature, as well as increase in the surface free 
energy and the degree of destruction (in the form of: crackings, silver 
crackings, rarefactions, craters).
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For mitigating and managing risk failures due to Internet of Things (IoT) attacks, many Ma-
chine Learning (ML) and Deep Learning (DL) solutions have been used to detect attacks but 
mostly suffer from the problem of high dimensionality. The problem is even more acute for 
resource starved IoT nodes to work with high dimension data. Motivated by this problem, in 
the present work a priority based Gray Wolf Optimizer is proposed for effectively reducing 
the input feature vector of the dataset. At each iteration all the wolves leverage the relative 
importance of their leader wolves’ position vector for updating their own positions. Also, 
a new inclusive fitness function is hereby proposed which incorporates all the important 
quality metrics along with the accuracy measure. In a first, SVM is used to initialize the pro-
posed PrGWO population and kNN is used as the fitness wrapper technique. The proposed 
approach is tested on NSL-KDD, DS2OS and BoTIoT datasets and the best accuracies are 
found to be 99.60%, 99.71% and 99.97% with number of features as 12,6 and 9 respectively 
which are better than most of the existing algorithms.
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1. Introduction
Internet of things (IoT) application is ever increasing since its incep-
tion due to its widespread use in areas of smart buildings, smart ve-
hicles, smart highways and wireless sensor network which will grow 
exponentially in coming years [27]. The network layer is particularly 
more vulnerable to attacks due to attackers’ ability to launch it at sev-
eral locations. Various famous attacks aimed at the network layer are 
categorized into Denial of service (DoS) attacks, User to Root (U2R) 
attacks etc [8]. Apart from the network layer, attacks may be directed 
at the application layer or other layers, too. Over the years research 
efforts have been aimed at improving the algorithms for classification 
and thereby improving Intrusion detectin system (IDS), however still 
there are lot of problems left to be adequately addressed in order to 
make the system robust.

Problems and motivation:
Developing a feature selection technique to find the most optimal 1.	
reduced feature vector. The requirement for optimized feature vec-
tor is necessary to a) reduce the training time of the model and b) 
test the incoming traffic in real time. 

Developing an IDS that can improve classification accuracy, de-2.	
tection rate, false positive rate and other important performance 
metrics using this optimal reduce feature vector. 

Objective:
Motivated by the problems listed above, the authors intend to devise 
an IDS technique/methodology to reduce and find optimal feature 
vector giving maximum fitness in terms of accuracy, Detection 
rate (DR) and False positive rate (FPR) for a given traffic/dataset. 
Thus the present problem can be conceived as a multiobjective op-
timization problem. This optimal feature vector can then be used for 
classification on the IoT nodes. The IoT nodes based on the trained 
model can then test for incoming traffic using this optimal reduced 
feature set (instead of considering the entire feature set)in real time. 

Contribution:
A priority based Gray wolf Optimizer with SVM and kNN (PrG-1.	
WO-SK) is proposed, in which the support vector Machine (SVM) 
alongwith first layer fitness function is used to find the reduced 
feature vector which then acts as feeder vector for the initialization 
of Priority based Gray wolf optimizer (PrGWO) wolves/particles.
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PrGWO is proposed wherein the intra-group priority of different 2.	
leader hunting wolves is used by other wolves to update their own 
positions during each iteration. The leader wolves uses the same 
concept in a modified form to update their own positions.
In the present work, two fitness functions are proposed to be used 3.	
in the two different layers. The first layer fitness function focuses 
solely on the accuracy while the second layer fitness function bal-
ances not only the requirement of accuracy but considers other 
metrics like detection rate, false positive rate and length of feature 
vector. 
PrGWO-SK was tested on three datasets-legacy NSL-KDD da-4.	
taset and newly captured DS2OS, BoTIoT datasets using various 
metrics- Accuracy,FPR, Recall, Precision and F1-score and the 
results were found to be encouraging.

2. Related work
The IDS system working on resource staved IoT nodes has limited 
capacity. Antunes Rodrigues et al. [3] emphasized on preventive 
maintenance of sensor nodes in industrial application using Ishikawa 
diagram and FMECA. M. Almiania et al. [2] used the recurrent neu-
ral network concept to classify the data but it suffered from delays 
and was not amenable to real time applications. Tian et al. [39] used 
the deep belief network alongwith non-Mean gaussian distribution to 
classify the network packets. However, feature selection was not con-
sidered here. Baranowski [4] used the Bayesian workflow to predict 
attacks and failures in IoT particularly considering device variance. 
Modi et al. [22] developed a framework which used Snort and com-
bined different classifiers, viz Decision tree, Bayesian & Associa-
tive. However, this was done for cloud network which is not resource 
starved as IoT nodes. Sivapalan et al. [32] suggested using lightweight 
Neural network to detect attacks in the wearable IoT(ECG). Gao et al. 
[6] in their paper proposed to use memory augmented autoencoder for 
detecting attacks in time series sensor data. A very important super-
vised technique is SVM which is used to draw hyper-plane between 
different classes. In one of the papers, the authors analysed threats 
using artificial neural networks [12].Vijayanand et al. [40] used the 
technique of SVM in the field of mesh networks security and found 
it to be efficient in distinguishing the attack from normal types. Simi-
larly, E.Shams et al. [30] in their paper used the SVM technique to 

implement security mechanism in vehicular adhoc network. To reduce 
the training time, subsampling technique was used to filter out the 
less useful data thus validating the utility of SVM in different applica-
tions. In the literature, extensive research has been done in the field of 
metaheuristic algorithms for traversing the search space and converg-
ing to a solution. Tama et al. [35] in their paper have used ensemble 
technique to classify the data. In this paper feature selection was ac-
complished through Ant colony optimization and PSO. However the 
work suffers from methodological complexity in using a large number 
of algorithms. Kunhare et al. [19] used the random forest algorithm 
for feature selection coupled with the PSO algorithm. The accuracy 
and number of features were optimally generated, however the com-
parison with other work was not extensive. Wei et al. [41] in their 
paper used the jaccard fitness function for evaluating the optimality 
of the feature set. The accuracy was measured to be very good but 
the number of features increased. J.Gu et al. [9] used the concept of 
Naive Bayes to enhance the differences in the feature values to en-
able SVM to clearly distinguish between normal and attack types. 
Though the accuracy improved, the number of features was neglected. 
T.Wisanwanichthan et al. [42] in their paper used double layered ap-
proach i.e. SVM and Naive Bayes to classify the data. In their work 
the emphasis was on R2L and U2R but overall the accuracy suffered. 
Inspired by swarm intelligence concept, Mirjalili S. et al. [21] devel-
oped gray wolf optimization algorithm which used swarm technique 
to combine multiple greedy best solutions to update the subsequent 
solutions. Here the optimal solution was reached by calculating the 
fitness function. E. Emary et al. [5] in their paper has proposed the 
binary version of Gray wolf optimizer for feature selection. The pro-
posed approach was validated by using it over a number of datasets. 
However, for NSL-KDD dataset no experiments were performed. M. 
Safaldin et al. [28] in their work used five leader wolves to guide the 
new positions of all wolves instead of four. The paper discussed about 
the enhancement ratio concept and compared the results according to 
population size. Apart from the above mentioned works, some of the 
important related work is depicted in the Table 1.

3.1.	 Proposed PrGWO-SK 
Fig.1 depicts the proposed methodology  of PrGWO-SK in graphi-
cal form. The proposed methodology starts with acquisition of net-

Table 1.	 Related work at a glance

References Year Main Technique Feature sel. Important notes

Pajouh et al. [25] 2017 Linear discriminant 
analysis Yes Both NB and kNN used for two tier feature selection and clas-

sification

Shone et al. [31] 2018 S-NDAE Yes Used S-NDAE and RFA 

Yao et al. [45] 2019 HMLD  Yes Hybrid feature selection and hybrid classification through SVM 
and ANN

Gu et al. [10] 2019 DT-EnSVM2 No Used SVM along with feature transformation

Kumar et al. [18] 2021 Xgboost and kNN Yes Used information gain, correlation coefficient to reduce the 
features based on importance

Gao et al. [7]  2019 Adapting ensemble  Yes Used multiple ML algorithms like RF, DNN, kNN, RF and using 
the voting mechanism for ensembling them

Golrang et al. [8] 2020 NSGAII-ANN  Yes Proposed the use of Random Forest and multi-objective fitness 
criteria for FS

Wisanwanichthan et al. [42] 2021 DLHA Yes Division of features was done to use Naive Bayes with SVM 

Gu et al. [9] 2020 NB-SVM2  No Used the Naive Bayes concept to enhance the features of data for 
classification by SVM

Teng et al. [38] 2018 DT Yes Used the SVM along with DT for adaptive classification

Alazzam et al. [1] 2020 Sigmoid_PIO Yes Pigeon inspired algorithm for feature selection.

Tama et al. [35] 2019 PSO Yes Used two stage classifier ensembles for anomaly detection.

Wei et al. [41] 2020 NIA+GHSOM-pr Yes Used Jaccard’s coefficient for measuring fitness

Safaldin et al. [28] 2020 GWOSVM-IDS Yes Modified the GWO algorithm to detect anomalies 
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work traffic data for which NSL-KDD[36][37], BoTIoT[17] and 
DS2OS[23] datasets are used. NSL-KDD dataset is a legacy and 
widely used network dataset for intrusion detection work thus making 
it possible to compare the present work with others work in a compre-
hensive way. The DS2OS dataset is a collection of traces captured at 
the application layer in IoT environment while the BoTIoT dataset is a 
relatively recent dataset captured by designing network environment. 
Thus the testing of proposed approach on three different datasets-each 
one having their unique characterstic- helped validate the proposed 
work. Secondly, the used dataset is pre-processed using section 3.2 to 
convert into a form acceptable to the algorithm. Thirdly the data set 
is divided into 80% training and 20% testing subsets through random 
selection. Fourthly, the data is passed to the first layer (SVM with 
Radial basis Function(rbf)) which used first layer fitness function for 
generating reduced feature set. The SVM with rbf kernel has the ad-
vantage of seperating non-linearly seperable, closely related classes 
in dataset. The reduced feature set is passed to the second layer which 
used this to initialise the population of search agents of proposed al-
gorithm 2 (These initialized search agents represent distinct feature 
sets). Initialization of search agents is an important step in swarm 
intelligence algorithms thus this work focusses on this aspect specifi-
cally. For achieving this two layered model is used in PrGWO-SK. 
Here the first layer exclusively considers accuracy as the basis for 
classification as it is one of the most important metrics in context of 
security mechanism. Thus the objective of first layer is solely to pro-
vide good solution for initialization of swarm population.

In the second layer the focus is not only on accuracy but also on 
other performance metrics, especially the length of feature vector 
finally selected. Thus, the second layer seeks to optimize both the 
length of feature vector alongwith accuracy and other important 
measures. To reiterate this can then be conceived as the multi objec-
tive optimization problem.

The algorithm then used these initialized search agents coupled 
with kNN as wrapper technique for generating classification results. 
kNN is used for its utility to evolve with new datapoints i.e new at-
tack and normal access types as it does not involve explicit function 
generation. Thus it can give flexible non linear decision boundaries 
in a simple way. The relative performance of these distinct feature 
sets is evaluated through use of second layer fitness function. Accord-
ingly four top search agents are assigned as leader wolves. In each 
subsequent iteration the position of each search agent is updated with 
the guidance of assigned leader wolves (four best search agents of the 
previous iteration). At the end of last iteration the feature set corre-
sponding to best search agent is assigned as the optimal feature vector 
and passed to the real world classifier for detection. 

Algorithm 1 gives step by step account of PrGWO-SK. Notations 
used in the algorithm are specified below. iW (i=1..N) denotes the 
wolves, FNR stands for False negative rate, TNR for True negative 
rate; rest of the notations are defined in the algorithm itself. In the 
first phase/layer data preprocessing is done using techniques of sec-
tion 3.1. Also the number of wolves participating in the algorithm 
are specified as parameter. This population of wolves is initialized 
randomly and algorithm 2 called with following parameters- Initial-
ized population vector, fitness function 1 and wrapper method as 
SVM. The algorithm 1 stored the returned reduced feature vector. In 
the second layer/phase the feature vector returned by the first layer is 
used to initialize the population of wolves. All features of the returned 
feature vector are mandatorily selected union random selection over 
rest of the features. Once again the algorithm 2 is called with this set 
of initialized population, fitness function 2 and wrapper method kNN. 
The returned feature vector by algorithm 2 is stored as optimal feature 
vector and given to the real world classifier for classification using 
only the features present in this optimal feature vector.

3.2.	 Preparing dataset and preprocessing 
NSL-KDD: Published in 2009, it is an enhanced version of the CUP99 
dataset from KDD. Before the assessment of NSL-KDD, several re-
searchers used the KDD’CUP99 dataset. But KDD’CUP99 has many 
duplicates and this makes the dataset redundant and biased towards 
some of the attacks. NSL-KDD has got 41 independent features and 
one dependent feature. These 41 independent features can broadly 
be classified as- basic features, content features and traffic features. 
Regarding dependent feature it is categorised into 39 attack types. 
Broadly the attack types can be categorised into DoS, U2R, Remote to 
local (R2L) and Probe types. Additionally one type present is ‘normal’ 
to denote normal class. Regarding approximate distribution of various 
attack and normal types it is as:
Normal=53.45%, Probe=9.25%, DoS=36.45%, U2R=0.04% and 
R2L=0.78%.

DS2OS: Published in 2018, this open-source data set was obtained 
via Kaggle. In a virtual IoT environment, the distributed smart space 
orchestration system (DS2OS) is used to create the dataset. The entire 
virtual architecture, which is a collection of many micro-services in 
an IoT context. In the DS2OS dataset there are 12 independent fea-
tures- majority having nonnumerical values. Regarding attack types 
these can be categorised into 7 types- DoS, Malicious control (MC), 
Malicious Operations (MO), Probe, Scan, Spy and Wrongsetup (WS). 
Regarding approximate distribution they are as:
Normal=97.2%, DoS=1.59%, MC=0.25%, MO=0.23%, Probe=0.09%, 
Scan=0.43%, Spy=0.14% and WS=0.03%.

Fig. 1. Methodology of the PrGWO-SK algorithm
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BoTIoT: Published in 2019, the UNSW Canberra Cyber Range 
Center’s practical network configuration was built in order to build 
the BoT-IoT dataset. A workable substitute for IoT solutions, this 
data collection is produced utilising the message queuing telemetry 
transport (MQTT) protocol, which connects machine-to-machine in-
teractions. In total there are 43 independent features while the attack 
categories present in BoTIoT dataset are 4 in number- DoS, Distrib-
uted denial of service (DDoS), Reconnaissance and theft. Regarding 
approximate distribution of attack and normal types it is as:

Normal=0.012%, DDoS=52.5%, DoS=44.9%, Recon=2.4% and 
theft=0.002%.

As discussed before, all datasets are preprocessed before they can 
be used in the actual ML algorithm. Below described techniques are 
used to transform them in a form amenable to classification algo-
rithms:

Handling Missing values:Very often the dataset contains few miss-
ing values which affect the classification model’s performance. In 
case of NSL-KDD and BoTIoT there are no missing values, while for 
DS2OS dataset the missing values are replaced with “missing” term. 

Feature mapping:A few independent features like protocol type, 
flag and service are of nominal type which needs to be converted into 
numerical type. In the literature approaches like one hot encoding have 
been used. However, one hot encoding makes the dataset much more 
sparse thereby increasing the computation complexity. Therefore, in 
the present work ordinal encoding is used for converting nominal into 
numerical values. For example for protocol_type attribute the original 
values are converted as: TCP=1, UDP=2, ICMP=3. The same tech-
nique is used for other features also.

Feature normalization: Feature normalization or scaling is re-
quired to infuse uniformity in the values of features. In absence of 
feature normalization the higher values tend to dominate the trained 
model parameters. In the present work, all the independent features 
are scaled to a uniform level using min-max scaling technique:

	 min

max min

f fF
f f

−
=

−
	 (1)

Here, f is feature which is normalized, maxf  is a feature’s maxi-
mum value, minf  is its minimum value present in the dataset.

After scaling is done the next step is to split entire data set into 
training and test subdataset. Random selection technique is used for 
dividing the entire dataset into 80:20 ratio.The algorithm was repeated 
for 10 runs with different train:test subset using randomization. This is 
required to avoid  chance selection bias in results.

Algorithm 1: PrGWO-SK

Input: 

D = i dD D∪    where \ iD  are the independent features and dD  the 
label in the dataset \  
Output: 

optimalF : The set of optimal features 
Steps: 
1. Load .csv file
2. D= ordinal encoding(D)    \   Convert the non-numeric data into 
distinct numeric types. \  

3. iD = D.drop(label)   \   Get the matrix of independent features \

4. dD = D.drop( iD )   \   Get the column vector of dependent feature 
or label \  

5. iD = Normalize( iD )    \   Scale the dataset iD  to create uniformity 
among various features.
6.Initialize N value   \  No. of wolves or search agents used \  

7. Repeat for 10 times:

	     7.1. [ , ]train testD D = Random selection on ( i dD D∪ ) \    Random 
	 selection to create training:test as 80:20
Layer 1: 
		  7.2. Initialize and call PrGWO with 
			     iW (i=1..N) = [ Xd

i ] where Xd
i  ∈{ }0,1 .ò     \   d is the vector di- 

			   mension and i is the search agent no. \ ,
			   1              layerFitness fit=  and 
				    Classifier= SVM (rbf)

		      7.3. SVMF  = W[alpha]
Layer 2:
		  7.4. Initialize and call PrGWO with:
( ) ( ) { } 1.... 0,1i SVM i SVMW i N F D F = = ∪ − ∈  ,

2               layerFitness fit=  and

	 Wrapper Method = kNN 

		       7.5. optimalF = W[alpha]

Output optimalF , Acc, DR, FPR, FNR, TNR, Precision, F1-score.

3.3.	 Proposed PrGWO
Background: The Gray wolf optimizer algorithm [21] is inspired by 
the metaheuristic approach which searches through the solution space 
for optimal solutions. Notionally, here a pack of leader wolves is re-
sponsible for guiding the followers’ pack towards the prey’s location 
and then hunting it down. The leader pack consists of best three solu-
tion vectors and are called as alpha, beta, delta wolves. Though all 
wolves start from a random solution vector but they move towards 
optimal solution vector through help of their leader wolves. 

The update equation for all wolves was given as:

	 W iteri +( ) = + +1 1 2 3
3

ω ω ω
	 (2)

Here:

	 ω1 1= [ ] − [ ]W alpha A D alpha. 	 (3)

	 ω2 2= [ ] − [ ]W beta A D beta. 	 (4)

	 ω3 3= [ ] − [ ]W delta A D delta. 	 (5)

where iW (iter+1) is the i  th  wolf position in next iteration, 
[ ] [ ] [ ], ,W alpha W beta W delta  are the positions of the Alpha, Beta 

and Delta wolves, iA  are the factor values and D[alpha], D[beta], 
D[delta] are the distance vectors of i  th  wolf from alpha, beta and 
delta wolves’ position vector respectively.

For adapting the general algorithm having continuous values to 
feature selection task with each feature represented by only binary 
variable ∈ 0,1ò  the above algorithm was modified [5]. In this algorithm 
the mapping was done from continuous values to the binary values. In 
the modified scenario, the update equation was written as:

	 W iter crossoveri +( ) = ( )1 1 2 3ω ω ω, , 	 (6)

Here crossover is defined as : 
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crossover if rand

if rand

ω

ω ω ω ω

ω

 < 
 
 = ≤ < 
 
 
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[ ] [ ]( ) ( )

1     1
1               8

0     

if W alpha step alpha

otherwise
ω

 + ≥ =  
  

	 (8)

[ ] [ ]( )( ) ( )1.1     10 .5
        9

0     

if sigmoid A D alpha rand
step alpha

otherwise

 − > =  
  

  (9)

Same equations (6)-(9) are used for other leader wolves- beta, delta 
and omega with relevant substitutions.

PrGWO: In PrGWO, firstly instead of using only three leaders 
four active leader wolves have been taken. To each non-leader wolf 
this provides more variety; availability of increased number of leader 
position vectors for updating their own position vector.

Secondly, the criteria of relative importance of individual four 
leaders in influencing updation of positions of all the other non-leader 
wolves was incorporated. For instance, alpha wolf is the best leader 
among all leader wolves hence it needs to be given higher weight 
influence than the other three. Similarly beta, delta and omega wolves 
need to be given weightage in order of their importance. Unlike pro-
posed in the present paper, the original GWO and bGWO had given 
equal weight influence to all the wolves disregarding the fact that the 
alpha wolf is the most important leader in terms of acquiring best po-
sition followed by beta, delta and omega wolves respectively. In this 
proposed algorithm, different impact factor to different wolves viz 
alpha, beta, delta and omega wolves is proposed.

The mathematical model used in the proposed algorithm is as:

	 ( ) ( )

11     
2

1 32     
1     102 4

3 93     
4 10

4     

i

if rand

if rand
W iter

if rand

otherwise

ω

ω

ω

ω

 < 
 
 ≤ < + =  
 

≤ < 
 
  

	 (10)

	
[ ] [ ]( )( ) ( )11     

1 11
0     

if sigmoid W alpha A D alpha rand

otherwise
ω

 − ≥ =  
  

  (11)

	
[ ] [ ]( )( ) ( )21     

2    12
0     

if sigmoid W beta A D beta rand

otherwise
ω

 − ≥ =  
  

    (12)

	
[ ] [ ]( )( ) ( )31     

3 13
0     

if sigmoid W delta A D delta rand

otherwise
ω

 − ≥ =  
  

     (13)

	
[ ] [ ]( )( )41

4
0

if sigmoid W omega A D omega rand

otherwise
ω

 − ≥ =  
  

   (14)

ωi=1...4 are binary vectors and Wi (iter+1) are the updated position 
vectors of individual non-leader wolves. In equation no.10 different 
weights of influence have been assigned to different leader wolves 

based on their relative importance. For example, if the random number 
(generated in range [0,1]) is less than 0.5 the updation of non-leader 
wolf is based on alpha wolf. This weight of influence is reduced re-
spectively for the beta, delta and omega wolves as 0.25, 0.15 and 0.10 
respectively. This is contrary to the original bGWO where the weight 
influence for all the wolves was uniformly distributed as 0.33.

Thirdly, for alpha, beta, delta and omega wolves (leaders guiding 
the other wolves)a different criteria for updating of their own positions 
is proposed. Each leader wolf updates its position relative to its own, 
its predessesors and its immediate successor. This was done to ensure 
that already better position holding wolves do not get deviated under 
influence of other less efficient successor leader wolves except its im-
mediate successor. Immediate succcessor was required as in absence 
of it the alpha wolf position would not have updated and exploration 
of search space would have been restricted.  Accordingly, updation of 
alpha wolf position was done relative to its own and beta wolf’s posi-
tion, updation of beta wolf’s position was done with respect to alpha, 
beta and delta wolves’ position, delta wolf position was done with 
respect to positions of alpha, beta, delta and omega wolves while for 
omega wolf it was with respect to all leader wolves. For updation of 
alpha,beta, delta wolves equations 15-17 were used.

	 W alpha iter Crossover[ ] +( ) = ( )1 1 2ω ω, 	 (15)

	 W beta iter Crossover[ ] +( ) = ( )1 1 2 3ω ω ω, , 	 (16)

	 W delta iter Crossover[ ] +( ) = ( )1 1 2 3 4ω ω ω ω, , , 	 (17)

	 Crossover
if rand

otherwise
ω ω

ω

ω
1 2

1 2
3

2
,( ) = <











	 (18)

	 Crossover

if rand

if rand

otherwise

ω ω ω

ω

ω

ω

1 2 3

1 1
2

2 1
2

4
5

3

, ,

�

( ) =

<

≤ <





























	 (19)
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  (20)

Omega wolf can also be updated similar to delta wolf using equa-
tion 17. From eq 18-20 it can be seen that for updation of alpha wolf’s 
position, ratio of 0.66:0.33 in terms of weight of influence is used be-
tween alpha and beta wolves. Similarly for beta wolf’s updation ratio 
used is 0.5:0.3:0.2. In case of the delta wolf’s updation, the weights of 
influence used are 0.5:0.25:0.15:0.10. 

Fig. 2 depicts the PrGWO in graphical form while algorithmic de-
piction is presented as Algorithm 2. In this algorithm the initialized N 
feature vectors corresponding to N wolves are used to create N mod-
els. These models are then applied to the test data to classify the data. 
Based on the classification report and fitness function, fitness value 
of each wolf’s feature vector is calculated. The fitness values are sort-
ed in ascending order and the position/feature vector corresponding 
to the best fitness value is assigned as alpha position. Similarly the 
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second best is assigned as beta, third best as delta and fourth one as 
omega. In the subsequent iteration these values(alpha, beta, delta and 
omega) are used to update the position vectors of other wolves and 
their own using equations enlisted in the algorithm. Again the fitness 
value of each wolf’s updated feature vector is calculated. Based on 
these newly sorted fitness values, reassignment of alpha, beta, delta 
and omega is done. The cycle is repeated till the last iteration. At the 
end of last iteration the alpha position vector is returned as optimal 
reduced feature vector. 

3.4.	 Proposed fitness function
Fitness function has an important role in determining the optimal 
number of features for use in classification algorithms like SVM and 
kNN without compromising on performance metrics. For systematic 
initialization of the Gray wolves in the second layer, SVM is used as 
the wrapper method in the first layer. In this first layer, the accuracy 
measure has been used for getting the reduced feature set. This is done 
to ensure that the most important measure of efficiency is accounted 
for exclusively in the first layer; the other measures being accommo-
dated in the second layer later on without sacrificing accuracy.

Thus the fitness function used in first layer is: 

	 ( )1 1                                                                 21layer
corfit
tot

 = −  
 

	 (21)

where 1layerfit  is the fitness function of first layer, cor is the correctly 
predicted instances and tot are the total number of instances. As for 
the second layer wherein PrGWO along with kNN is being used there 
are other important metrics like Detection rate, False positive rate and 
number of features which needs to be incorporated to make the fit-
ness function truly inclusive. However, recognizing the accuracy as 
the most important measure for ensuring good security here again, 
a fitness model is proposed which gives higher weightage to the ac-
curacy.

Algorithm 2: PrGWO

Input:  
Iteration = max_iteration
Initialized iW  (i=1....N)

FitnessFn
Wrapper method {SVM,kNN}

Output: 
W[alpha]  \   Optimal feature set got after the algorithm is complete 

\  
f(W[alpha]) \   Fitness value corresponding to optimal feature set 

\
Steps:
1.Initialize A 
2. For all iW   

            2.1 iModel  = Classifier( trainD )  
            2.2 iPredict = Classifier(Modeli, testD )  
       2.3 Fitness value ifit  = ( )iFitnessfn Predict
3. Sort( ifit ),corresponding iW  and assign:

 W[alpha]= iW  corresponding to best( ifit )

 W[beta] = iW  corresponding to 2nd  best( ifit )

 W[delta]= iW  corresponding to 3rd  best( ifit )

 W[omega]= iW  corresponding to 4th  best( ifit )
4. While(iterations <  max_iteration)
  4.1. For  i=1 to N do

             ( iif W ==W[alpha])      Apply eq. 15 

                ( ielseif W ==W[beta])   Apply eq. 16

               ( ielseif W ==W[delta] or W[omega])  Apply eq. 17   
         Else Apply eq. 10 
         Endif
      endfor   
  4.2.Update A  
  4.3.Repeat step 2.1-2.3  
  4.4.Sort( ifit ),corresponding iW  and reassign W[alpha],    W[beta], 
W[delta] and W[omega].  
Return W[alpha] and f(W[alpha]) 

The proposed fitness function is as: 

Fig. 2. Flowchart of PrGWO
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	 1error
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+
. 	 (25)

where 2layerfit  is the fitness function of second layer, Tpos  is True-
Positive cases, Fneg  is false negative, Fpos  is false-positive and 
Tneg  is true-negative. The last term Nfeat  is the number of features. 
Multiplying by b factor is necessary to scale this term to the level 
of other terms in the expression. Lastly, in the model the goal of the 
algorithm is to minimize the fitness function. The least valued fitness 
function will be assigned as alpha wolf and its space position will be 
the best feature set.

3.5.	 Performance metrics used
Present work was tested using various quality parameters. 
Equation(26)-(34) depicts these parameters:
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_ _ _ _
True pos True negAcc

True pos False pos True neg False neg
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	 21 DR PRF score
DR PR
× ×

− =
+
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	 .Feat No of features= 	 (33)

	 ( ) AccRatio R
Feat

= 	 (34)

True positive signifies that the data point was predicted as mali-
cious and actually it was malicious. False Positive signifies that the 
data point was predicted as malicious, however actually it was not. 
True negative signifies that the data point was predicted as not mali-
cious and actually it was not malicious. False negative signifies that 
the data point was predicted as not malicious, however it was actually 
malicious.

Detection Rate (DR) is also known as recall and TPR. It identifies 
the number of times the classifier predicted a ’positive’ result over the 
number of times positive results were to be predicted.

Precision (PR) determines the measure of correctness of results 
got. Thus it uses true positive over true positive and false positive 
combined. 

F1-score is used when class distribution is not balanced. It calcu-
lates the weighted average of detection rate and precision.

4. Experimental results and discussion:
Experiments were performed using Matlab 2021 and Python pro-
gramming language on anaconda distribution over the Intel Core i7-
10th generation machine.

4.1.	 Parameters used:
Various parameters were tested experimentally for finding the best 
combination of parameters. Table 2 illustrates these parameters. The 
algorithm was run 10 times, Number of wolves were taken to be 5,7 
and 10, No of iterations within each run was 25, SVM was used with 
RBF, two layers were used with different fitness functions and values 
of b were taken as 0.001 and 0.0001. The reason for taking differ-
ent values of b is to give different weightage to number of features 
in the fitness function. In table 3 variation in results due to size of 
population is depicted. Notationwise NoF in the table stands for No. 
of features. Here 3 values of N were taken: 5,7 and 10 wolves. The 
results were compared not only in regard to DR, FPR, F1-score etc 
but also accuracy and length of feature set finally selected by the al-
gorithm. The results show that when the size of population was 7, the 
length of feature set was least and accuracy was maximum. Only two 
parameters-FPR and TNR were found to be better in case of N=10. 
Similarly the ‘k’ value in the kNN was experimented for k=1,3 and 5. 
Table 4 shows the variation in results with change in k value. For k=1, 
the experiments yielded best results in terms of accuracy i.e 99.60% 
alongwith other metrics However, the best length of feature vector i.e 
8 was found for k=3 though the accuracy and other metrics were not 
better than k=1.

Hence based on experimental results it is appropriate to remark 
that a cost benefit analysis needs to be done in terms of accuracy and 
number of features while choosing value of k for real world scenar-
ios. 

Table 2.	 Table of parameters

Parameter name Parameter values

No. of runs 10

No. of population-N 5,7,10

No. of iterations 25

Technique for feature selection in 1st layer SVM(RBF)

Fitness function for SVM-RBF 1layerfit

Technique used FS and classification in 
second layer PrGWO with kNN

Fitness function for PrGWO-kNN 2layerfit

a in fitness function- 2layerfit 0.7

b in fitness function 2layerfit  for optimal 
accuracy

0.0001

b in fitness function  for optimal no. of 
features 0.001
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4.2.	 Performance of PrGWO-SK for different classes:
The performance of present approach was tested on different classes 
of dataset. Table 5 shows the measures for the Detection rate, False 
positive rate, F1-score, Precision etc for all the classes. The experi-
mental results show DR to be highest for DoS attacks being 99.89% 
while for R2L and U2R the DR was least among all. However, the 
False positive rate was found to be the best for these two classes 
viz. 0.036% and 0.043% among all. Considering the precision, the 

two classes -Normal and DoS performs to the extent of 99.58% and 
99.89%.

As regards DS2OS dataset table 6 depicts the classification results 
for various classes present in the dataset. Most of the performance 
metrics shows best results for the spying class. In case of FPR and 
TNR both Wrongsetup and Spying classes shows the results as 0 and 
100% respectively, i.e no false alarm is generated if the classes are 
neither Wrongsetup or Spying. However, the algorithm performs 
worst for the Scan class where the Detection rate was measured as 
98.73% in contrast to the other classes where the DR was measured 

more than 99%.
Similar to DS2OS and NSl-KDD the classwise performance 

of the BoTIoT dataset was also evaluated. From table 7 it can 
be seen that for DDoS the algorithm performs best in terms 
of DR at 99.98%, FPR at 0.0001%, precision at 99.92% and 
F1-score at 99.95%. The class DoS shows results very close 
to the DDoS class. The least Detection rate was recorded for 
class ’Theft’ at 96.2% which shows the difficuly in correctly 
predicting this class of attack.

4.3.  Convergence of algorithm:
Table 8 depicts the various performance measures iteration-

wise for b=0.0001. For this value of b the algorithm focusses more 
on getting optimal accuracy even at the cost of increasing the length 
of feature vector.

Similarly table 9 depicts the experimental results for b=0.001. Here 
the focus shifts more towards optimizing the length of feature vector.

Table 4.	 Variation of results with value of ‘k’ for NSL-KDD  

k NoF Accuracy DR FPR TNR FNR Precision F1

1 12 99.60 99.61 0.28 99.72 0.39 99.62 99.61

3 8  99.32 99.33 0.53 99.47 0.67 99.30 99.32

5 10 99.26 99.26 0.53 99.47 0.74 99.25 99.25

Table 5.	 Classwise performance of PrGWO-SK for NSL-KDD dataset

Class DR FPR TNR FNR Precision F1 score

Normal 99.76 0.478 99.52 0.24 99.58 99.67

DoS 99.89 0.062 99.94 0.11 99.89 99.89

Probe 98.75 0.061 99.94 1.25 99.39 99.07

R2L 88.58 0.036 99.964 11.41 95.57 91.94

U2R 66.67 0.043 99.957 33.33 42.10 51.61

Table 6.	 Classwise performance of PrGWO-SK for DS2OS dataset

Class DR FNR FPR TNR Precision F1-score

DoS attack 99.45 0.55 0.0015 99.9985 99.48 99.46

Data Probing 99.75 0.25 0.0002 99.9998 99.76 99.75

Malicious control 99.6 0.4 0.0013 99.9987 99.41 99.50

Malicious operation 99.8 0.2 0.0025 99.9975 98.91 99.35

Scan 98.73 1.27 0.0054 99.9946 98.65 98.69

Spying 99.84 0.16 0 100 99.77 99.80

Wrongsetup 99.74 0.26 0 100 99.75 99.74

Normal 99.81 0.19 0.19 99.81 99.76 99.78

Table 7.	 Classwise performance of PrGWO-SK for BoTIoT dataset

Class DR FNR FPR TNR Precision F1-score

DoS 99.97 0.03 0.0001 99.9999 99.81 99.89

DDoS 99.98 0.02 0.0001 99.9999 99.92 99.95

Reconnaissance 99.89 0.11 0.0008 99.9992 99.79 99.84

Theft 96.2 3.8 0.0045 99.9955 99.15 97.65

Normal 99.2 0.8 0.0009 99.9991 98.9 99.05

Table 3.	 Variation of results with value of ‘N’ for NSL-KDD

N Accu-
racy NoF DR FPR TNR FNR Preci-

sion F1

5 99.46 13 99.44 0.34 99.66 0.55 99.45 99.44

7  99.60 12 99.61 0.28 99.72 0.39 99.61 99.61

10 99.47 14 99.45  0.27 99.73 0.54 99.46 99.46



Eksploatacja i Niezawodnosc – Maintenance and Reliability Vol. 24, No. 4, 2022 649

Table 8.	 Iteration wise results for NSL-KDD with b=0.0001

Itera-
tion

Fea-
tures 

Accu-
racy DR FPR Preci-

sion 
F1-

score

1 19 99.506 99.510 0.306 99.500 99.505 

5 15 99.569 99.572 0.268 99.581 99.576 

10 15 99.565 99.568 0.241 99.577 99.572 

15 13 99.577 99.579 0.275 99.586 99.582 

16 13 99.577 99.579 0.275 99.586 99.582 

17 12 99.577 99.579 0.275 99.586 99.582 

18 13 99.577 99.579 0.255 99.586 99.582 

19 13 99.577 99.579 0.255 99.586 99.582 

20 13 99.577 99.579 0.255 99.586 99.582 

21 13 99.577 99.579 0.255 99.586 99.582 

22 13 99.585 99.587 0.257 99.597 99.592 

23 12 99.603 99.606 0.284 99.616 99.611 

24 12 99.603 99.606 0.284 99.616 99.611 

25 12 99.603 99.606 0.284 99.616 99.611 

Table 9.	 Iteration wise results for NSL-KDD with b=0.001

Iteration Feature Accuracy DR FPR Preci-
sion 

F1-
score 

1 18 98.810 98.790 0.560 98.890 98.840 

5 14 98.790 98.800 0.501 98.870 98.835 

10 14 99.202 99.193 0.565 99.191 99.192 

15 14 99.202 99.193 0.565 99.191 99.192 

16 13 99.212 99.193 0.565 99.207 99.200 

17 13 99.212 99.193 0.565 99.207 99.200 

18 15 99.345 99.337 0.425 99.340 99.339 

19 12 99.345 99.337 0.441 99.338 99.338 

20 11 99.345 99.337 0.447 99.338 99.338 

21 8 99.342 99.343 0.445 99.331 99.337 

22 8 99.342 99.343 0.445 99.331 99.337 

23 8 99.342 99.343 0.445 99.331 99.337 

24 8 99.361 99.367 0.568 99.366 99.367 

25 8 99.361 99.367 0.568 99.366 99.367 

Fig 4. Original vs Reduced features Correlation heatmap of the DS2OS dataset 

Fig 3. Original vs Reduced features Correlation heatmap of the NSL-KDD dataset 
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4.4.  Correlation of original dataset vs reduced dataset
Figures 3, 4 and 5 shows the correlation heatmap for NSL-KDD, 
DS2OS and BoTIoT datasets respectively. The figures show both the 
correlation matrix of the original feature set vis-a-vis reduced feature 
set. Correlation is an important measure of finding the similarity be-
tween the features in pair. For optimizing the length of feature vec-
tor, similar or correlated features needs to be removed as they do not 
add any additional characterstic for classification task. The figures 
mentioned above shows how the final feature set outputted by the pro-
posed algorithm does not contain the strongly correlated features i.e 

the algorithm is largely able to remove the correlated features. Thus 
this test can be taken as statistical test for validating the proposed 
approach.

4.5.	 Consistency of experimental results through box plots
The values shown in the tables in this paper are the results of the best 
run during 10 runs of the algorithm. However, an algorithm’s robust-
ness and efficiency can be measured by its consistency over several 
runs. Fig 6 depicts the median and the interquartile range of the dif-
ferent runs of experimental results graphically. For NSL-KDD dataset 

Fig 5. Original vs Reduced features Correlation heatmap of the BoTIoT dataset 

Fig 6. Boxplots showing variation of experimental results for NSL-KDD, DS2OS and BoTIOT
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Table 10.	DR -Classwise comparison of existing algorithm with proposed algorithm for NSL-KDD dataset

Work Normal Probe DoS U2R R2L

Pajouh et al. [25] 94.56 79.76 84.68 67.16 34.81

Wu et al. [43] 95.31 83.4 83.49 11.55 24.69

Gao et al. [7] 94.33 87.11 84.37 25 55.27

Yang et al. [44] 97.38 73.94 81.09 6.5 17.25

Zhang et al. [47] 97.03 80.38 83.95 32.84 11.26

Pajouh et al. [26] 94.43 87.32 88.2 70.15 42

Tian et al. [39] 94.9 98.26 98.04 75.5 95.24

Su et al. [34] 97.5 85.76 87.55 20.95 44.25

Mahfouz et al. [20] 99.5 91.6 99.2 39.3 55.1

RF [18] 98.01 99.41 99.71 93.22 97.08

Xgboost [18] 99 96.86 93.68 83.92 80.11

KNN [18] 98 98.25 99.69 93.36 95.23

Proposed work 99.76 98.75 99.89 66.67 88.58

Table 11.	DR-Classwise comparison of existing algorithm with proposed algorithm for DS2OS dataset

Works DoS Probe MC MO Scan Spying WS Normal

Pahl et al. [24] 68 100 32 66 54 13 100 95

Hasan et al. [11] 66 92 97 100 95 93 100 100

Hasan et al. [11] 66 92 92 56 71 4 100 100

RF [18] 66 100 97 100 97 100 100 100

Xgboost [18] 66 100 99 100 100 100 100 100

KNN [18] 66 100 99 100 98 100 100 100

Proposed work 99.45 99.75 99.6 99.8 98.73 99.84 99.74 99.81

Table 12.	DR-Classwise comparison of existing algorithm with proposed algorithm for BoTIoT dataset

Work Normal DDoS DoS Reconnaissance Theft

Shafiq et al.[29] 75 98 100 81 93

Soe et al. [33] 0 100 100 100 0

RF [18] 100 100 99 100 93

Xgboost [18] 100 100 100 100 93

Proposed Work 99.2 99.98 99.97 99.89 96.2

Table 13.	Comparative analysis of works reported in the literature for NSL-KDD

IDS No. of features Accuracy Ratio
GHSOM [46] 41 96.02 2.34

A-GHSOM [15] 41 96.63 2.35
Kayacik [16] 41 90.04 2.19

DT-EnSVM2 [10] 41 99.41 2.42
NB-SVM2 [9] 41 99.36 2.42

S-NDAE+RF [31] 28 85.42 3.05
PCA+GHSOM-pr [13] 30 87.23 2.90
FDR+ kernel PCA [14] 23 90 3.91

NGSA +GHSOM-pr [41] 27 98.61 3.65
GWOSVM-IDS [28] 12 96 8

NNIA+GHSOM-pr [41] 24 99.47 4.14
kNN+GR+RFMDA [18] 18 98.67 5.48

Decision tree based [38] 16 98.38 6.15
SIGMOID_PIO [1] 18 86.9 4.83

RF+PSO [19] 10 99.32 9.93
Proposed PrGWO-SK(b=0.001) 8 99.361 12.42
Proposed PrGWO-SK(b=.0001) 12 99.60 8.30
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the median value of accuracy is 99.475%, while the minimum value 
and maximum values are 99.6% and 99.28% respectively. However, 
this minimum value is the outlier as shown in the box plot and the 
mean is 99.463%. Similarly for DS2OS, the median, mean, minimum 
and maximum values are 99.7%, 99.688%, 99.58% and 99.71% re-
spectively. For BoTIoT these values are 99.97%, 99.964%, 99.94% 
and 99.97%. The above results for all the datasets shows the con-
sistency in performance of the algorithm except one or two outliers. 
Considering the number of features, NSL-KDD has median of 10, 
mean of 9.8 , minimum as 8 and maximum as 12. For DS2OS dataset 
these are 6, 6.2, 5 and 7 and for BoTIoT these are 10, 10.2, 9 and 
11 respectively in order of median, mean, minimum and maximum. 
Similarly for DR, NSL-KDD has median of 99.58%, mean of 99.48%, 
minimum as 99.35% and maximum as 99.61%. For DS2OS median is 
99.71%, mean is 99.70, minimum is 99.65% and maximum is 99.72%. 
For BotIoT median is 99.94%, mean is 99.96%, minimum is 99.92% 
and maximum is 99.97%. Regarding Precision values for NSLKDD 
median is 99.58%, mean is 99.47%, minimum is 99.34% and maxi-
mum is 99.6%. For DS2OS median is 99.7%, mean is 99.69%, mini-
mum is 99.65% and maximum is 99.72%. Lastly for BoTIoT median 
is 99.96%, mean is 99.96%, minimum is 99.95% and maximum is 
99.97%.

4.6.	 Comparison of Detection rates achieved by different al-
gorithms with proposed algorithm for different classes:

For measuring effectivess of any algorithm it is important to compare 
it with other existing algorithms in terms of common performance 
metrics. Table 10, 11 and 12 shows the classwise performance of the 
proposed algorithm compared to other algorithms. Table 10 shows 
that the proposed approach outperforms for ‘Normal’ and ‘DoS’ class-
es giving 99.76% and 99.89% while for other classes different algo-
rithms performs better. Table 11 shows that the proposed approach 
performs best for the DoS and MC attacks. For DoS it gives DR as 
99.45% which is much better than the second best of 66%. For MC 
it gives 99.6%. Similarly, table 12 shows that the proposed approach 
performs best in terms of detecting “theft” attack type giving DR as 
96.2% while the second best was 93%.

4.7.	 Comparison in terms of Accuracy and Length of feature set of 
different algorithms with proposed algorithm:

Tables 13, 14 and 15 shows the comparison of the proposed approach 
with others’ work in terms of accuracy, number of features and the 
ratio. Table 13 shows that in terms of the accuracy two best perform-
ing algorithms are NNIA+GHSOM-pr (99.47%) and DT-EnSVM2 

(99.41%). However, proposed approach has been able to outperform 
these efficient algorithms measuring 99.60%. In terms of length of 
feature vector the best performing algorithm is RF+PSO giving output 
feature vector of length 10. In this case also the proposed work out-
performs RF+PSO giving vector of length 8. However, in this case the 
accuracy reduces to 99.36%.   

Table 14 shows that most of the algorithms gave accuracy close to 
99.43% with length of feature vector as low as 6. Though PrGWO-SK 
was not able to reduce the length of feature vector further below 6 but 
the accuracy showed substantial improvement measuring 99.71%. 

Similarly table 15 shows the results for BoTIoT dataset. Here the 
best accuracy was achieved by Kumar et al. as 99.99% with feature 
length as 10. Considering the optimal feature length the best was 
achieved as 8 by Soe et al. However, the accuracy measured in this 
case was only 99.1%. Proposed approach was able to measure accu-
racy as 99.97% with length of feature vector as 9. Thus the proposed 
approach was able to outperform these algorithms - first algorithm in 
terms of length without compromising much on accuracy and second 
algorithm in terms of accuracy by a substantial margin. 

5. Conclusions and limitations
This paper aimed to find reduced optimal feature vector of a traffic 
dataset to reduce the computational complexity by removing the data 
dimensionality curse. A two layered structure was used - first layer 
employed the SVM technique while second layer used the kNN as 
wrapper technique. For searching the solution space swarm intelli-
gence based modified form of GWO called PrGWO was proposed 
alongwith two different fitness functions. The effectiveness of the ex-
perimental results were established through use of metrics - Accuracy, 
Detection rate, FPR, TPR, Precision. Through extensive experiments 
it was found that the proposed methodology and algorithm performed 
better for several individual classes -Normal, DoS for NSl-KDD, DoS 
and MC for DS2OS datasets and Theft for BoTIoT dataset. In terms of 
overall accuracy, the PrGWO-SK performed better for NSL-KDD at 
the same time length of feature vector was also reduced. For DS2OS, 
though the length of feature vector could not be reduced still notable 
increase in accuracy was witnessed. In case of BoTIoT the combina-
tion of accuracy and length of feature vector was effectively optimal. 
Althougth the present work performs better as mentioned above, it 
has shown limitations in detecting classes like U2R , R2L where the 
DR was not found to be better than some of the existing algorithms. 
Hence as a future work classification of classes like U2R and R2L can 
be pursued futher. Moreover, the authors intend to take up parameter 
tuning as further research objective in future.

Table 14.	Comparative analysis of works reported in the literature for 
DS2OS

IDS No. of 
features Accuracy Ratio

Pahl et al. [24] 12 96.3 8.025

Hasan et al. [11] 11 99.35 9.031

RF [18] 6 99.4 16.566

Xgboost [18] 6 99.43 16.571

KNN [18] 6 99.4 16.566

Proposed work 6 99.71 16.618

Table 15.	Comparative analysis of works reported in the literature for 
BoTIoT

IDS No. of 
features Accuracy Ratio

Shafiq et al. [29] 43 98.35 2.287

Soe et al. [33] 8 99.1 12.387

RF [18] 10 99.99 9.999

Xgboost [18] 10 99.99 9.999

KNN [18] 10 85.92 8.592

Proposed work 9 99.97 11.107
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Technological ensuring the reliability of machine parts is realized by failing 
to reach the limited state of the elements of the technological system: machine 
– clamping device – metal-cutting tool-part. A method of optimization synthe-
sis of parameters of technological processes of manufacturing machine parts 
has been developed. Testing the developed methodology, it was found that the 
metal cutting tool is Meanwhile, research has shown that metal cutting ma-
chine has the least influence on the formation of detailed quality-adjustable 
parameters from all the the weakest element of the technological system in 
terms of reliability and has the greatest impact on the quality of machined parts. 
elements of the process media "machine – clamping device – cutting tool". 
Finally, a concrete example is provided to demonstrate the effectiveness of the 
proposed method. The proposed technique has been successfully tested for the 
manufacturing process of the reduction-gear housing.
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1. Introduction
Currently, operational safety is the most important characteristic of 
modern technical systems [19, 3, 48], which involves the analysis of 
failures and their consequences [21, 4, 30, 20]. The concept of risk 
is interpreted as a probabilistic criterion for hazards of a particular 
type, or the number of possible losses (damages) caused by an adverse 
event, or a combination of these values [4, 29].

At the same time, the development and implementation of the inte-
grated information systems management for technological processes 
of manufacturing products in the practice of mechanical engineering 
enterprises is the main mover of economic growth of industrialized 
countries in the world [18, 23, 32, 55]. These systems give a com-

petitive advantage to manufacturing companies in a global business 
environment.

The changing priorities of modern mechanical engineering require 
a thorough study of complex engineering problems and a mathemati-
cal apparatus to solve them [14]. In addition, systematic theoretical 
and experimental investigations are necessary. The appearance of a 
new fundamental problem – protecting facilities to prevent their fail-
ures, accidents, catastrophes – determines new parameters, criteria, 
risks, and regulatory and technical documents, rethinking the attitude 
toward providing the products’ reliability indicators and operational 
characteristics [21, 29, 10].

Investigation of the regulated initial quality parameters of ma-
chines parts during their manufacturing to provide their operational 
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characteristics and indicators of reliability is an essential task for the 
formation of available products [21, 18, 28, 38]. In order to guarantee 
the reliability of the final produced products, the cornerstone is the 
relationship between the reliability of the technological system and 
the reliability of the manufactured parts.

Technological ensuring the reliability of machine parts is realized 
by failing to reach the limited state of the elements of the technologi-
cal system: machine – clamping device – metal cutting tool – part. A 
method of optimization synthesis of parameters of technological proc-
esses of manufacturing machine parts has been developed. To evalu-
ate the presented method, a series of modelling experiments were per-
formed, during which various machining modes were tested and their 
influence on the cutting edge of the cutting tool during machining 
of the part was determined. A case study was used to illustrate how 
to apply the method in real manufacturing conditions. The proposed 
technique has been successfully tested for the manufacturing process 
of the gearbox housing. 

2. Literature review
A typical approach to international theory and practice on system reli-
ability and risk minimization [15] combines constructive and analyti-
cal (quantitative and qualitative) methods [4, 12, 36]. These methods 
do not replace each other but interact with each other. Potential fail-
ures are identified, and measures are taken to eliminate them to reduce 
their impact or probability of occurrence using the FMEA (Failure 
Mode and Effects Analysis) and FMECA (Failure Mode Effects and 
Criticality Analysis) techniques [5, 8, 11]. Reliability parameters are 
calculated using quantitative methods, methods using the criterion of 
achieving the product’s limit state or its elements [4, 15]. 

According to the standard approach to providing the reliability of 
technical systems [4] to calculate the indicators of reliability and du-
rability, it is necessary to establish the regularities of distribution for 
the element’s failures. The reliability of the technical system is de-
termined based on analysis and study of the established frequencies 
of distribution for the failures of technical system elements [21, 4]. 
Mathematical operations for the obtained distribution regularities pro-
vide system reliability indicators within the framework of the system 

(structural, mathematical) theory of reliability [29, 44]. The priority 
task of the system theory of reliability is the transition from indica-
tors of elements reliability to indicators of system reliability, which 
complicates the practical solution of modern mechanical engineering 
problems [56, 43]. 

The difference in the calculations of the real reliability of the tech-
nical system using a system approach consists in the analysis of the 
reliability of elements and techniques in the general multilevel simu-
lation process using physical and structural models [4, 52]. Physical 
models of element reliability are used at the lower levels, and structur-
al models – at higher ones [44, 25]. This approach leads to the analysis 
of reliability indicators in relationship with safety and risk, providing 
the quality of the technical system.  At the same time, ALARA (as low 
as risk acceptable), currently adopted in most countries, recognizes a 
particular economic character of providing the reliability and safety of 
technical systems with minimization of the degree of risk [53, 17].

A hybrid modelling framework for production systems combine 
machine and system-level models of separate and continuous dynam-
ics to examine the effects of different control variables on production 
efficiency, reliability, quality, and power consumption [39].

The theory of reliability of technical systems is widely used in the 
calculations of electrical and electronic circuits. Such circuits have 
standard components with known reliability characteristics [51, 6]. 

In the general case, according to the principles of functionally ori-
ented design, a product as part of a technical system is developed as 
an engineering pyramid from a set of subsystems of different hierar-
chical levels: the machine level (the final element of satisfying social 
needs); the level of components that make up the machine - assembly 
units (subsystem of the 1st order); level of machine parts (subsystem 

of the 2nd order); the level of the working areas of the part 
(subsystem of the 3th order); the level of macrozones in 
the working areas (macroscopic level of research; sub-
system of the 4th order); the level of microzones (micros-
copic level of research; subsystem of the 5th order) and 
the level of nanozones (submicroscopic/nanoscopic level 
of research; subsystem of the 6th order) (Fig.1). 

Any subsystem is a technical system in relation to a 
subsystem of the lower level, corresponding to the gen-
eral principles of systems theory [21, 23].

Analytical or simulation models of algorithms for the 
functional behaviour of various machines and mecha-
nisms for determining performance or reliability indica-
tors are developed at the stage of their system-engineer-
ing design [7, 33, 34]. Complex analytical models are 
designed (developed) to analyze the functional charac-
teristics and reliability indicators of the research object 
[41, 47, 50].

The technology of analytical modelling of machines, 
mechanisms and technological systems makes it possi-
ble to use Markov chains to study the possible states of 
objects and analyse their transition to other states. Such 
a model of the object of study is represented in the form 
of a graph of states and transitions, which is actually an 
intermediary model. The graph of states and transitions 
is described by the system of Chapman-Kolmogorov dif-
ferential equations [7, 24, 9, 35].

At the same time, for example, when designing parts 
and systems of the radio-electronic industry, it is as-
sumed that a specific technical system fails with a certain 

intensity. The duration of stay in good condition is described by an 
exponential law with the parameter λ(t) = const, where λ(t) is the fail-
ure rate [6, 7].

The failure rate of basic events in this case:

	 λi
iT

=
1

	 (1)

Fig.1. Formation of subsystems of different hierarchical levels according to the theory of techni-
cal systems for function-oriented design of technological processes
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where: Ti is the average value of the duration of the i-th operational 
block of behavior equivalent to the algorithm. 

The technical system is restored after a failure, and the duration of 
the restoration is distributed according to the Erlang distribution law 
[6, 7].

The intensity of restoration of the technical system is described by 
the formula [7]:
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where: n is the order of the distribution law (shape parameter), α is 
the scale parameter. 

Two events are considered in the general case for a technical sys-
tem: the “technical system failure” event and the “technical system 
restoration” event. The graph of states and transitions of the technical 
system is shown in Fig. 2. The states of such a technical system are 
characterized by the following probabilities: P0(t) – the probability 
that the technical system is ready for work (capable of working) in 
state S0; P1(t) is the probability of the technical system being in a 
faulty state (being under repair or failure) S1 [6, 7].

Fig. 2. Graph of states and transitions of a technical system

The mathematical model of such a technical system is presented as 
a system of differential equations with variable coefficients [7]:
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The state S1 is replaced by a chain to bring the mathematical 
model (3) to a homogeneous Markov model, according to the Erlang’s 
method of stages. The number of states in the new chain is determined 
by the order of the chosen Erlang distribution law. The equivalent 
graph of states and transitions for the chain (n = 2) is shown in Fig. 
3 for the transformation of the technical system shown in Fig. 1. On 
Fig. 3 are denoted by P10, P11, that is, the probability of the technical 
system staying in fictitious states S10 and S11, describing the recovery 
procedure [5, 6, 43].

Fig. 3. Graph of states and transitions of a technical system

The mathematical model of a technical system is written using a 
system of Chapman-Kolmogorov differential equations with constant 
coefficients after the formation of a graph of states and transitions 
[7]:
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The method based on the implementation of the Laplace trans-
formation is used to solve system (4) with a conditionally small 
number of equations [7]:
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The values of the constants take the form С0(t=0)=1, C1(t=0)=0 
and C2(t=0)=0 for a capable of working technical system at the initial 
moment of time. In this regard, the solution of the system of linear 
equations (5) takes the following form:
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However, in the analysis of mechanical systems, the indicators of 
reliability and durability change due to a large number of possible de-
sign options and manufacturing technology, different operating con-
ditions of a particular element in various machines and mechanisms. 
This complicates their prediction of operating conditions [25]. 

According to the principle of resource-dependent behaviour, ele-
ments of a real mechanical system are interdependent. Their failures 
or limit states are related to each other and are determined by the 
influence of common factors [15]. Modern approaches to the calcula-
tion of technical system reliability indicators are based on applying 
the concept of the limit state of the system element [4, 25]. A review 
of the literature has shown that due to the lack of maintenance of 
the functional characteristics of production systems, the reliability of 
the technological system is problematic to evaluate exactly. For this 
purpose, a method of optimization synthesis of parameters of techno-
logical processes was developed to fully describe the state of the tech-
nological system, taking in to account the machining modes, physical-
mechanical characteristics of the processed material, and the desired 
machining accuracy and surface quality of the part.

3. Research methodology
The output parameters are formed as a result of sequential processing 
of the workpiece, which is analysed by the technological inheritability 
of the part properties. As a rule, regulated indicators are set for each 
operation. Each operation, as a rule, has its own regulated indicators. 
They are provided due to technological transitions in the processing 
of parts [23, 37].

The probability of failure to reach the limit state of the workpiece 
part РXij (r,k,….t) for the j-th parameter in the i‑th technological op-
eration of the technological process of manufacturing, taking into ac-
count the theorem of adding incompatible events, is determined by 
the formula:
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where: Xij (j∈[1;qi]) is defined the j-th output parameter X for the i-th 
technological operation; FXij (r,k,….t) is the formation of the limit 
state of the workpiece by the j-th parameter in the i-th technological 
operation of the technological process during production.

Output parameters after the last technological operation: 
Xnj=Xj(j∈[1;m]), where: m – the total number of output parameters. 
The output parameters qi for the i-th technological operation form a 
set of input parameters for (i+1) operation. However, only some of 
them will be included in the set of output parameters of the final prod-
uct according to the synergistic approach: q0і<qi [13]. 

The output parameters of mechanical engineering parts are classi-
fied into three groups [21].

The output parameters of group I for mechanical engineering parts 
include a few of the output parameters of intermediate operations (for 
example, physical-mechanical characteristics of parts material). The 
finishing and strengthening operations of parts manufacturing provide 
a lot of output parameters according to accuracy, quality of surfaces, 
operational characteristics and reliability indicators of mechanical en-
gineering objects (the output parameters of group II for mechanical 
engineering parts). The output parameters of group III for mechanical 
engineering objects are functionally related to previous intermediate 
operations parameters according to technological inheritability and 
technological inheritance during parts manufacturing [22].

Then the total number of output parameters is:
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where: qn is the number of output parameters obtained in the last op-
eration and functionally related with the technological inheritability 
and technological inheritance during parts manufacturing (the output 
parameters of group IІ and III); qоі is the number of output parameters 
for the i-th technological operation which form the output parameters 
of group I.

The probability of the working state of the part P(t) in the general 
case for the technological process, independently forming each initial 
parameter, is determined as follows:
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where: РXij (r, g,….t) is the probability of failure to reach the limit state 
of the part by the j-th parameter in i-th technological operation of the 
technological process of its manufacture.

Analysis of the probability of providing regulated quality param-
eters of the workpiece is appropriate, taking in to account the influ-
ence of elements of the technological system in the i-th technologi-
cal operation, using the mathematical apparatus for implementation 
of Markov processes [26, 27]. The technological graph of reliability 
for the i-th technological operation, described by Markov chains, is 
shown in Fig. 4.

Vertices of the technological graph of reliability in the i-th tech-
nological operation (Fig. 4) describe the possibility of the technical 
system in (k+3) possible states taking into account the influence of the 
technological environment elements: 1 are aspects of the metal-work-
ing technological system: metal-cutting machine (MСM), clamping 
device located on the metal-cutting machine (MCMD), metal cutting 
tool (MCT) during the processing of the workpiece in the i-th techno-
logical operation is not in the limit state that provides the formation of 
regulated quality parameters of the part according to with the require-

ments of design and technological documentation; 2, 3, 4,…, (k+3) 
are metal-cutting machine, clamping device on the metal-cutting ma-
chine, the first / k-th metal-cutting tool in general or their elements, 
in particular, are in the limit state in the metal-working technological 
system during processing of the workpiece in the i-th technological 
operation, respectively. In Fig. 2 λMCM_і, λCD_і, λМCT_і_1, …., λМCT_і_

(k) are failure rates of the metal-cutting machine, the clamping device 
on the metal-cutting machine and the first / k-th metal-cutting tool or 
their elements in the i-th technological operation during workpiece 
processing.

According to Fig. 4, notation of probabilities of events is intro-
duced: Р1(t) is the probability of the technical system in state 1 that 
characterizes the ensuring of regulated parameters of the workpiece 
during its processing in the i-th technological operation in case of not 
reaching the limit states of the metal-cutting machine, clamping de-
vice and tool (or tools) in general and their elements in particular; 
Р2(t), Р3(t), Р4(t), …., Р(k+3)(t) is the probability of the technical sys-
tem in states 2, 3, 4, ….., (k+3), characterizes the failure to provide 
the regulated parameters of the workpiece during its processing in the 
i-th technological operation, provided that the metal-cutting machine 
reaches the limit state, a clamping device, the first / k-th metal-cutting 
tool in general and (or) their elements in particular, respectively.

The system of Chapman-Kolmogorov differential equations for the 
technological graph of reliability (Fig. 4), taking in to account the 
influence of elements of the metal-working technological system on 
providing the regulated quality parameters of machine product for the 
i-th technological operation, looks like:
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where: k is the k-th metal-cutting tool in the i-th technological opera-
tion (i = 1,… z).

The last equation in the system (10) represents the addition theorem 
of incompatible events. This equation is presented in the form from 
the viewpoint of the physical essence of prediction of the regulated 
workpiece parameters during its processing in the i-th technological 

Fig. 4	 Technological graph of the reliability for the i-th technological opera-
tion that is described by Markov chains to predict the probability of 
providing regulated quality parameters of the workpiece, taking in to 
account the influence of the technological system elements
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operation, taking in to account the influence of elements of the metal-
working technological system:
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where: РW(P)і (r, g, ….t) is the probability of providing regulated qual-
ity parameters of the workpiece in the i-th technological operation 
of the technological process of the product manufacturing in case of 
failure to reach the limit state of the metal-cutting machine, clamping 
device located on the metal-cutting machine and metal-cutting tool 
(or tools) in general and their elements in particular; FМCMі (r, g, ….t) 
is the probability of failure to provide regulated quality parameters 
in the i-th technological operation of the technological process of 
product manufacturing, when the limit state is reached by the metal-
cutting machine in general or its elements in particular; FМCMDі (r, g, 
….t) is the probability of failure to provide the regulated quality pa-
rameters in the i-th technological operation of the technological proc-
ess of product manufacturing, when the limit state is reached by the 
clamping device on a metal-cutting machine in general or its elements 
in particular; FМCT і (r, g, ….t) is the probability of failure to provide 
regulated quality parameters in the i-th technological operation of the 
technological process of product manufacturing when the limit state 
is reached by the metal-cutting tool (or tools) in general or its (their) 
elements in particular; k is the k-th metal cutting tool in the i-the tech-
nological operation, [k∈ 1;z].

The probability of providing the regulated quality parameters of 
the workpiece in the i-th technological operation of the technological 
process of product manufacturing in case of not reaching the limit 
state of the metal-cutting machine, clamping device on the metal-
cutting machine and metal-cutting tool (or tools) in general and their 
elements in particular, is determined by (12):
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The probability of providing the regulated quality parameters of 
the workpiece in the i-th technological operation of the technological 
process of manufacturing the product is determined by the possibili-
ties of reaching the limit state by the metal-cutting machine FМCMі (r, 
g, ….t), the clamping device on metal-cutting machine FМCMDі (r, g, 
….t) and metal-cutting tool (or tools) FМCTі (r, g, ….t) in general and 
their elements in particular.

In addition, the elements of the metal-working technological 
system have specific reliability parameters according to the techni-
cal requirements for their manufacturing and operation that provide 
regulated quality parameters of machine parts during their formation, 
control and assembly.

In this case, the conditions for providing serviceability to techno-
logical problems are determined by:
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where: РW(P)і (r, g, ….t), РМСMі (r, g, ….t), РМCMDі (r, g, ….t), РМCT(k)і 
(r, g, ….t) are the probability of providing the regulated quality param-
eters in the i-th technological operation of technological process of the  

manufacturing, when the limit state is not reached by the metal-cutting 
machine, a clamping device on the metal-cutting machine and k-th 
metal-cutting tool, respectively, in general or its (their) elements in 
particular; [РW(P)], [РМCM], [РМCMD], [РМCT] is regulated probability 
of providing a certain indicator of reliability for the part, metal-cutting 
machine, clamping device and metal-cutting tool.

In this case, the number of technological steps within the content 
and the number of technological operations within the technological 
process of the part manufacturing is optimized; that is, the number of 
subsystems at different levels of the technical system is optimized. 
This allows us in the self-organized systems to control their adapt-
ability and reliability of the conditions of formation and fluctuations 
by changing the number of subsystems [13, 54]. Entropy increases in 
closed independent subsystems [21, 13]. To provide this condition, the 
distribution of probabilities and the introduction of isolated reserves 
are used in disconnected open subsystems that exchange resources 
and information with the external environment.

4. The study of the failure rate for the elements of the 
technological system “machine – clamping device 
- tool – part”

4.1.	 General provisions
The failure rate is a priority indicator of the reliability of non-repaired 
and non-restorated facilities. The failure rate is the relative density 
of the probability of an object failure, which is determined under the 
condition that a failure does not occur by the considered point in time 
[16]. In the general case [42]:
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f t
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where: f(t) is the distribution density of uptime, P(t) is the probability 
of non-failure operation of an object of a technical system, subsystem, 
etc. 

4.2.	 Determination of the failure rate for the main tech-
nological equipment (metal-cutting machines) in the 
system “machine – clamping device - tool - part” in the 
manufacture of parts

The operation of metal-cutting equipment implies that the system of 
maintenance and repair of the machine is implemented clearly in ac-
cordance with its repair cycle. This minimizes the impact of wear of 
components and parts of metal-cutting machines. In this regard, the 
exponential distribution law of the parameters of metal-cutting ma-
chines is used to conduct research in the process of machining parts, 
including reduction-gear housing as example.

The restoration of the technical parameters of the main technologi-
cal equipment lost during operation is carried out in accordance with 
its repair cycle. The duration of the repair cycle directly depends on 
the degree of accuracy of the machine, its operating conditions, cut-
ting modes during the machining of parts, the type of production and 
the service life of rapidly wearing machine parts.

According to the production experience of the Lviv plant of milling 
machines, the average duration of the repair cycle is 30,000 work-
ing hours. At the same time, the repair cycle is about 90 months, the 
overhaul period is 9 months, and the period between inspections is 5 
months for the work in two shifts.

The metal-cutting machine is the strongest element in the process 
media “machine – clamping device – tool”. Since the overhaul period 
is set in the repair cycle of a metal-cutting machine in accordance with 
the need to restore its technical characteristics lost during operation, 
the failure rate of metal-cutting machine with an exponential law of 
reliability can be defined as follows:
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where: TIT_МCM is the average overhaul period in the repair cycle of 
metal-cutting machine, min.
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where: [TIT_МСM] –  the average overhaul period in the repair cycle of 
metal-cutting equipment in months, Fr. – the actual annual fund of the 
equipment operation time in hours;  for two-shift operation Fr.=4055 h 
[21, 46]. From production experience, we take [TIT_МCM] = 9 months. 
Then:

	 TIT MCM_ =
⋅
⋅ =

4055 9
12

60 182475  min.

Based on production experience, the average overhaul period in the 
repair cycle of metal-cutting equipment is assumed to be the same for 
universal metal-cutting machines, i.e. TIT_MCM =182475 min. 

	 λMCM = = ⋅
1

182475
5.48 10-6  1/min.

Hence λМСM=5.48⋅10-6 1/min.

4.3.	 Calculation of the failure rate of clamping device in the 
system “machine – clamping device - tool - part” in the 
manufacture of parts

As stated earlier, during the operation of metal-cutting equipment, 
we accept that the system of maintenance and repair of technological 
equipment is implemented clearly in accordance with its repair cycle. 
The failure rate of clamping device is determined by the exponential 
law of reliability according to the formula [21]:

	 λMCMD
MCMDT

=
1 , 	 (17)

where: TМCMD – established trouble-free time between failures of the 
clamping device. 

Based on production experience for mechanized clamping devices 
on universal machines, it can be stated that TМCMD =1500 h.

Then:

	 λMCMD =
⋅

= ⋅
1

1500 60
1.111 10-5  1/min.

Consequently, the failure rate of clamping devices on universal 
metal-cutting machines λМCMD= 1.111⋅10-5 1/min.

4.4.	 Determination of the failure rate of a metal-cutting tool 
in the system “machine – clamping device - tool - part” 
in the manufacture of parts

The metal-cutting tool is the weakest element of the process media 
“machine – clamping device - tool” in terms of reliability [40]. The 
exponential distribution is used among the distribution laws of ran-
dom variables to assess the reliability parameters of a metal-cutting 
tool, which is justified by the following criteria [21, 40]:

The probability of failure-free operation is always underes-1)	
timated with an exponential distribution in comparison with 

other statistical laws, which determines more stringent require-
ments for the reliability parameters of a metal-cutting tool;
The actual duration of the metal-cutting tool is much less than 2)	
its stability when analyzing reliability indicators for a certain 
manufacturing step (operation) when processing with this tool. 
This makes it possible not to take in to account its wear, and 
the failure rate over a short period of time can be assumed to 
be a constant value.

The rejection of the worst-quality samples of metal-cutting tools 
occurs during their operation during the machining of workpieces. 
Therefore, the failure rate remains practically unchanged for a batch 
of metal-cutting tools [2].

The failure rate is assumed to be equal to the destruction rate of the 
metal-cutting tool λМCT_0 in the calculations of the reliability indica-
tors of the elements of the technological system “machine – clamping 
device – tool – part” for the exponential distribution [40]:

	 λ λ λMCT MCT MCT bas fk= = ⋅_ _ . .,0 	 (18)

where: λМCT_bas. – basic failure rate of the tool according to exponen-
tial reliability law, 1/min, kf. – dimensionless correction factor that 
takes in to account the proportion of sudden failures for a given type 
of tool.

The basic failure rate of the tool is determined by the formula 
[40]:

	 λMCT bas T_ . ,=
1 	 (19)

where: T – cutting tool life, min.

After substituting (19) into (18), we get:

	 λ λMCT MCT
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Based on the recommended values of durability and production 
experience, the failure rate λМCT is calculated for metal-cutting tools 
that are used for processing the gearbox housing, in particular [21]: 
for face mills – 2.5⋅10-3-3⋅10-3; for lathe tools – 2.7⋅10-2; for drills – 
2.22⋅10-2-6.67⋅10-2; for core drills and countersinks – 3.33⋅10-2; for 
reamers – 2.22⋅10-2-3.33⋅10-2; for taps – 1.11⋅10-2.

5. Mathematical modeling of technological support 
of quality parameters in the manufacture of parts 
during their machining operations

Optimization synthesis involves the following problems [21, 49, 1]: 
substantiation of specific indicators of reliability of machine parts rel-
ative to the regulated indicators of machine reliability; establishment 
of the limit value of the machining time at a particular technological 
step (technological operation) of mechanical processing of the part 
according to specific reliability indicators; determination of optimal 
modes of part processing according to the limit value of the machin-
ing time by the calculated reliability indicators.

If condition (13) is not met, the parameters of the technological op-
eration, in particular the elements of the cutting modes that determine 
the central machining time or (and) the resistance of the tool at the 
limiting technological step, are optimized.

Determination of the regulated reliability indicators of products 
concerning the regulated indicators of reliability of the machine is not 
the problem of this paper. The value of the gamma-percentile operat-
ing time to failure P(tγ)  = 1.0; 0.99; 0.95; 0.90; 0.80; 0.50 is regulated 
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by standards depending on the responsibility of the element and its 
cost [48].

The provision of technological reliability parameters, taking in to 
account the influence of a specialised system of metal-processing, is 
analysed in technological operations and steps during the manufacture 
of mechanical engineering part–a reduction-gear housing (enterprise 
“Agromashproekt”, Lviv, Ukraine).

Casting of the cast iron 30B (USA Standard ASTM A 48) is used 
for a workpiece of the reduction-gear housing. This workpiece’s tech-
nological route of machining consists of 10 technological machining 
operations. Metal-cutting and measuring tools, and technological 
equipment correspond to this type of production.

Technological operation 005 (horizontal milling) will be analysed 
in detail (Fig. 5, Table 1).

The reduction-gear housing represents one of the most difficult-to-
cut classes of the mechanical engineering parts – “Cases”. It serves as 
a datum’s part for the location of shafts with gears, bearings, and other 
gearbox elements.

Fig.  5. Sketch map of the operation 005 (horizontal-milling) for 
machining of reduction-gear housing 

A system of the Chapman-Kolmogorov differential equations was 
developed for operation 005 of the technological process of manu-
facturing the reduction-gear housing for the technological graph of 
reliability (Fig. 6): 
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The partial solution of the system of differential equations (21), 
which is necessary for the optimization synthesis, as:

	 P t e CMCM MCMD MCT t
1 1

005 005 005( ) = +
− + +( )⋅λ λ λ_ _ _ . 	 (22)

If P1 (t = 0) = 1, C1 (t = 0) = 0. 
At that time P1(t) as element of equation (12) is equal:

	 P t e MCM MCMD MCT t
1

005 005 005( ) = − + +( )⋅λ λ λ_ _ _ 	 (23)

Fig. 6.	 Technological graph of reliability for operation 005 for machining of 
reduction-gear housing 

After the substitution λМCM_005=5.48⋅10-6 min-1; 
λМCMD_005=1.111⋅10-5 min-1; λМCT_005=2.5⋅10-3 min-1

 (see 4.2-4.4) in 
expression (22), is obtained ( )

32.517 10
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tP t e
−− ⋅ ⋅= .

Р2(t), Р3(t), Р4(t) are calculated after solving the system of differ-
ential equations (21):
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Table 1.	 Technological operation of machining a workpiece “Reduction-gear housing”

Number of  the 
operation

The name of the operation and the de-
scription of steps

Elements of the metal-treatment technological systems Machining time, min

MCM MCT MCMD in steps in operation

005
Horizontal-milling.

To mill a reference plane A, providing the 
specified dimension 1 (Fig. 2)

Universal
milling machine

Face milling 
cutter 

Clamping
 device 1.48 1.48
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After substituting C1 (t = 0) = 0, formulas in symbolic form can be 
written as follows:
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Quantitative values of constants: C2 = ⋅2.178 10-3 ; C3 = ⋅4.415 10-3 ; 
C4 = 0,993 .

The components of equation (12) are presented as:
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The probabilities of ensuring the regulated parameters of the prod-
uct workpiece are calculated in the process of its manufacturing by 
steps (subsystems of the 2nd order) and by technological operations 
(subsystems of the 1st order) if the limit states of the elements of the 
technological environment are not reached during the development 
of the technological process (technical system) for the manufacture 
of the reduction-gear housing when solving a system of differential 
equations. The calculated probabilities are grouped by surface treat-
ment methods within a certain operation. After that, the probabilities 
of ensuring the regulated parameters of the workpiece of the part are 
determined if the limiting states of the elements of the process me-
dia “metal-cutting machine – clamping device – tool” are not reached 
in total for the surface (set of surfaces). Chamfering for internal and 
external cylindrical surfaces, threaded elements, etc. is interpreted 
under the totality of surfaces. Determining the probabilities of ensur-
ing regulated quality parameters in the process of machining parts 
have their own characteristics for the principles of object-oriented and 
functionally-oriented design. The probability of ensuring the regulated 
parameters of product quality when the limit states of the elements of 
the process media “metal-cutting machine – clamping device – tool” 
for a certain technological operation is not reached is calculated as the 
probability of a sequence of independent events when multiplying the 
probabilities by manufacturing steps for the principle object-oriented 
design of technological processes for the manufacture of parts. In con-
trast, the probability of ensuring the regulated quality parameters of 
the product when the limiting states of the elements of the process 
media “metal-cutting machine – clamping device – tool” for a certain 
technological operation is not reached is defined as the probability 

of ensuring the quality parameters of the datum surface with high re-
quirements for accuracy and quality of its processing within the tech-
nological operation for the principle of functionally oriented design 
of technological processes for manufacturing parts. The probability of 
ensuring the regulated parameters of product quality for a technologi-
cal operation is defined as the probability of a sequence of indepen-
dent events for one surface (set of surfaces) when processing surfaces 
of the same type with the same technological routes. The value of the 
probability of ensuring the regulated parameters of product quality in 
total for technological operations according to the principles of ob-
ject-oriented and function-oriented design of technological processes 
for manufacturing parts will be the same for an operation with one 
manufacturing step.

The results of computer simulation for operation 005 of processing 
the reduction-gear housing are presented in Fig. 7 and Fig. 8.

Numerical values of probabilities: P1(t) = 0.996; F2(t) = 8.09⋅10-6; 
F3(t) = 1,64⋅10-5; F4(t) = 3.69⋅10-3 calculated after substituting 
the values λМCM_005=5.48⋅10-6 min-1; λМCMD_005=1.111⋅10-5 min-1; 
λМCT_005=2.5⋅10-3 min-1

 (see 4.2-4.4), t0=1.48 min for machining the 
reduction-gear housing at operation 005.

The probability of ensuring the regulated parameters of the product 
workpiece during its processing at operation 005 of the reduction-gear 
housing when the limit states of the elements of the process media 
“metal-cutting machine – clamping device – tool” are not reached 
is shown in Fig. 7. The limiting values of the direct manufacturing 
time of the workpiece at operation 005 are calculated for the regulated 
value of the gamma-percentile operation time to failure.

Fig.7. The probability of ensuring the regulated parameters of the workpiece 
of the reduction-gear housing during its processing at operation 005 if 
the limit states of the elements of the process media are not reached

When testing the developed methodology, it was found that the 
metal-cutting tool is the weakest element in the technological system 
in terms of reliability and has the greatest impact on the quality of 
parts. At the same time, the durability of a metal-cutting tool serves 
as its average time to failure. The metal-cutting machine has the least 
influence on the formation of regulated parameters for the quality of 
parts from the elements of the process media “machine – clamping 
device – tool”.

6. Optimization synthesis of the technological process 
of manufacturing the reduction-gear housing 

The limit value of the machining time of the technological transition 
(operations, etc.) is determined during the design and technological 
preparation of production in according with the established regulated 
reliability parameters and the law of their distribution.

(24)
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The machining time maximum in a specific technological operation is 
the objective function of the problem of optimization and the process 
of the synthesized parameters:

	
t t S n V0max , , max,( )( ) → 	 (25)

where: t, S, n, V are elements of the cutting modes: the cutting depth, 
the feed rate, the spindle rotation speed, and the cutting speed, re-
spectively.

The system of equations for the problem optimization in the gen-
eral case for regulated gamma-percentile operating time to failure is 
written as:

	

 t e
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where: P(t)=е-(A⋅t) is a reliability function obtained as a result of the 
solution of the system of the Chapman-Kolmogorov differential equa-
tions for a particular technological operation; P tγ1( ) , …, P tγ6( )  are 
regulated gamma-percentile operating times to failure.

The solution to the optimization problem for planning the tech-
nological process of parts manufacturing is of the form:

	 [ ]0 0kt t≤ ,	 (27)

where: t0k is the machining time for implementing the k-th techno-
logical step (k = 1,…. n), [t0] is the limit value of the machining time 
according to the regulated reliability indicator regularity of its change 
for a particular workpiece.

The machining time for machining operations: 
for feed per spindle revolution of the metal-cutting tool (work-––
piece of a part):

	 t L S nmach st pasp pasp0 0= ⋅( ). . . . ,	 (28)

for feed per minute of the metal-cutting tool (workpiece of a ––
part):

	 0 . . min. .mach st paspt L S= ,	 (29)

where: Lmach.st. is the calculated full required length of the machining 
step of the metal-cutting tool, S0pasp., Smin.pasp., npasp. are values of feed 
per spindle revolution, feed per minute and rotary speed according to 
the certified data of the metal-cutting machine, respectively.

	 . . 1 2mach stL = + +   ,	 (30)

where:   is the length of the surface to be machined, mm, 1  is the 
length of travel required for cutting tool approach, mm, 2  is the 
length of overtravel of the cutting tool, mm.

The calculated length of the machining step of the metal-cutting tool 
remains constant while processing a specific surface of the workpiece 
at the technological step of a particular technological operation.

The following conditions will be the optimization criteria for a con-
stant value of the working stroke of the metal-cutting tool (Lmach.st. = 
const.):

	

S S

n n

S S

T TMCT MCT

0 0≥ [ ]
≥ [ ]

≥ [ ]
≤ [ ]

,

,

,

,

.

min. min.
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where: [S0], [n], [Smin] are the limit values of feed per spindle revo-
lution, rotary speed and feed per minute for a particular method of 
processing and providing the required accuracy, quality of the surface 
layer of the workpiece and reliability indicators; TМCT, [TМCT] are the 
actual and limit value of the tool resistance, respectively.

The results of solving the optimization problem (27) for a specified 
gamma-percentile operating time to failure (tγ) in the manufacture of 
the reduction-gear housing in operation 005 is shown in Fig. 9. The 
gamma-percentile time to failure for a specific part is determined on 
the basis of the calculation of dimensional chains based on the gam-
ma-percentile operating time to failure of the machine regulated by 
the official purpose.

This article considers a variant of a complex solution to the prob-
lem for all possible regulated values of the gamma-percentile time to 
failure (Fig. 9).  The dependence graph of the probability of provid-
ing regulated parameters in the process of machining the workpiece 
of the reduction-gear housing at operation 005 P t e t

1
2 517 10 3

( ) = − ⋅ ⋅−.

is  drawn for the results of mathematical modelling. The regulated 
parameters of the gamma-percentile time to failure (1.00; 0.99; 0.95; 
0.90; 0.80; 0.50) are plotted along the y-axis. After that, lines parallel 
to the x-axis are built until they intersect with the resulting graph. The 
intersection points will give the desired values of the limiting values 
of the direct manufacturing time for the regulated parameters of the 
gamma-percentage time to failure in operation 005.

The system of equations (26) for operation 005 under machining of 
the reduction-gear housing is presented in general by:

	

( )
( ) ( ) ( )
( ) ( ) ( )

32.517 10 ;

1.00; 0.99; 0.95;

0.90; 0.80; 0.50.

tÐ t e
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P t P t P t
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 = = =


= = =

	 (32)

The limit values of the machining time that is inversely propor-
tional to the cutting modes (feed and rotary speed) are set by the re-
sults of calculations in Mathcad: for P(tγ) = 1 [t0] = 0 min; for P(tγ) = 
0.99 [t0] = 3.99 min; for P(tγ) = 0.95 [t0] = 20.38 min; for P(tγ) = 0.9 
[t0] = 41.87 min; for P(tγ) = 0.8 [t0] = 88.67 min; for P(tγ) = 0.5 [t0] = 
275.43 min (Fig. 8).

It is necessary to consider in optimizing the cutting modes [31] that 
the increase in the rotary speed and feed reduces the machining time. 
The metal-cutting tool resistance also decreases under such conditions 
[21, 45].

The calculations were performed for P(tγ) = 0.99 and [t0] = 3.99 
min (Fig. 8).

Condition (26) is fulfilled according to table 1 and Fig. 8:

[ ]0  005 01.48 3.99t t= < =  
min.

The following cutting modes are accepted for the selected mode of 
the technological process during milling of a basic plane in operation 
005 for machining the reduction-gear housing according to the tech-
nical documentation: t = 3 mm; Smin.pasp. = 200 mm/min; npasp. = 125 
min-1, the calculated length of the working stroke of the metal-cutting 
tool Lmach.st. = 296 mm [21].

To provide the specified gamma-percentile ope-rating time to fail-
ure P(tγ) = 0.99 for the limit machining time [t0] = 3.99 min, the limit 
value of the feed per minute is determined by (29):
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	 [ ]min. pasp. . . 0mach stS L t  =  ,	
	 (33)
	 min. pasp. 296 3.99 74.19S  = =   mm/min. 

Fulfilment of condition (31) according to the results (33) is pro-
vided by the nearest more certificate value Smin.pasp. = 80 mm/min and 
the following (ascending) value of a feed rate for the horizontal mill-
ing machine used in operation 005.

In particular, for operation 005 in the technological process of man-
ufacturing of the reduction-gear housing Smin.pasp. = 200 mm/min that 
provides the fulfilment of condition (32):

S nacnmin. . = 200 min. . 200ï àñïS = mm/min
.
 [ ]min.  74.19S≥ =  

mm/min.

7. Conclusions
The main conclusions have been drawn based on the research re-
sults:

The process of providing the reliability for the metal-processing 
technological system in a certain specialised operation of the techno-
logical process of a workpiece manufacturing is checked by optimiz-

Fig.8. Probabilities of failure to ensure the regulated quality parameters at operation 005 machining of the reduction-gear housing when the limit 
state is reached: a) for metal-cutting machine and clamping device, b) for metal-cutting tool 

Fig. 9. Checking the condition of ensuring workability of a workpiece according to the regulated reliability parameters (gamma-percentile operation time to failure 
(tγ)) in technological operation 005 of machining of the reduction-gear housing

b)a)
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ing the failure rate of the metal-cutting machine, clamping device, 
metal-cutting tool and rational choice of cutting modes. The process 
of providing the reliability for the elements of the technological sys-
tem at a specific technological step during the workpiece manufactur-
ing is checked by optimizing of the failure rate of the metal-cutting 
tools and rational choice of cutting modes. An increase in the rotary 
speed and (or) feed rate reduces the machining time and increases 
the probability of providing regulated quality parameters of the part 
workpiece. However, the intensification of the cutting modes of the 
workpiece surfaces reduces the tool life. It increases the probability of 
failure to provide regulated quality parameters of the workpiece when 
the metal-cutting tool reaches its limit state.

Optimization synthesis of parameters of manufacturing processes 
improves manufacturing efficiency, guarantee processing quality, pro-
longs the life of cutting tools, reduces the consumption of energy re-
sources and all this adds value to the production process. In addition, 
the method is open for further modelling and optimization.

After testing the developed methodology, it was found that in 
terms of reliability, the metal cutting tool is the weakest element in 
the process media „machine-clamping device-cutting tool” and has 
the greatest influence on the formation of adjustable quality param-
eters of the machined parts. Meanwhile, metal cutting machine has 

the least impact on the quality parameters of the machined parts in the 
technological system.

Finally, the proposed optimization technique during the manufac-
turing of parts has been successfully integrated and tested in the real 
industry. As a result of optimization of cutting modes of the technolog-
ical operation 005 (horizontal-milling) to manufacture the reduction-
gear housing, the limit value of direct manufacturing time and feed 
per minute are [t0] = 3.99 min and [Smin.] = 74.19 mm/min, respec-
tively for the regulated gamma-percentile operation time to failure 
P(tγ)=0.99. Rational cutting modes for this technological operation 
provide working capacity according to technical requirements.
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1. Introduction
Titanium alloys have a wide range of applications [28]. This is due to 
properties such as high specific strength (ultimate strength to density 
ratio), resistance on high temperature and corrosive environment.This 
kind of material is used to manufacture elements of airplanes, helicop-
ters such as the construction of blades in engines, window framesin 
the cockpit [28] or for landing gear [1]. Plate and frame heat exchang-
ers made with titanium alloy are used in power plants, refineries, air 
conditioning systems, chemical plants, offshore platforms, surface 
ships and submarines [28]. Knee prostheses, trauma fixation devices 
(nails, plates, screws), surgical devices, pacemakers or implants [16] 
made with this alloys are also used in medicine. Objects produced 
from titanium alloys are generally characterized by high requirements 
for accuracy and surface roughness, and therefore they are shaped by 
machining processes. The processes for titanium alloys are difficult 
due to the properties, which is hard-to-machine materials [6]. This 
leads to occurrence of high value of temperature and the rapid wear 
of the cutting tools. The available studies in this scientific field [3, 
11, 18] indicate the main causes of these difficulties, including: low 
thermal conductivity, high chemical reactivity with most tool materi-

als, thermoplastic instability during machining, tendency for chips to 
stick totool, or finally the tendency to build up edge, which promotes 
chipping of the cutting edge [27].

Due to the low value of the thermal conductivity of titanium, the 
heat generated in the cutting zone is not dissipated, but this is concen-
trated on the edges and tips of the cutting blade. High temperature (in 
the treatment zone exceeding even 1100° C) leads to intensive wear 
of the blade and its plastic deformation. With respect to the high tem-
perature in the machining zone, the phenomenon of softening takes 
place and the cutting resistance increases. The strong chemical affinity 
of titanium to tool materials promotes adhesion and the formation of 
built-up edges on the tips of cutting tools, and, consequently, their rap-
id blunting and chipping. In turn, the high elasticity of titanium causes 
the formation of elastic deformations and vibrations during machin-
ing, which affects the changes in the instantaneous values ​​of the depth 
of cut. At small depths, there is no longer cutting with a blade, but only 
plastic deformation, which also strengthens the processed material and 
increases its ultimate strength and hardness [14, 30].

Improvement in the machinability of titanium alloys can be obtained 
by lowering  temperature value of the process. The recommendations 
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for machining titanium alloys [22] indicate on the following features: 
low cutting speed, high feed and depth of cut (compared to steel ma-
chining), with the use of very sharp tools reducing value of loading and 
the phenomena of workpiece crushing. Taking into account the pos-
sibilities for optimization of production costs, research are currently 
directed towards the processes of shaping titanium parts with methods 
ensuring maximum efficiency, while maintaining the desired surface 
geometric structure and the required tool life [3, 5, 13, 24].

In articles and studies on the quality of surface obtained as a re-
sult of machining, a lot of attention is paid to design of experiments 
(DOE) techniques[17]. Experimental procedures are mainly used in 
the early stages of developing technological processes. In practice, 
there are many factors that influence the key properties of a part. The 
technologist’s task is to determine factors significant and insignificant 
in further stages of technological process. On the other hand, without 
prior knowledge, it is difficult to determine the significance of indi-
vidual factors. In such circumstances experimental techniques are of-
ten used. Despite the determination of an appropriate set of examined 
factors under study, it is usually difficult to find the optimal conditions 
in which the technological process is to be carried out.  In such a case, 
one of the experimental techniques should be used to determine such 
process conditions for which the surface quality is considered satis-
factory. One of them are experimental techniques grouped under the 
common name of the Response Surface Method (RSM). The RSM 
method is a combination of mathematical and statistical methods es-
pecially useful when the process under study is influenced by several 
factors [4, 10, 29].To build an empirical model, this method uses the 
quantitative data available from experiments to solve multivariate 
equations. The solution of these equations is taken as the optimum 
combination of input parameters. In RSM the equations are repre-
sented graphically which are indicative of relation between the input 
and output factors [19, 23, 26].

The selection of optimal turning parameters is crucial to enhance 
the quality of the industry’s product and economy. There have been 
few attempts to optimize process parameters in turning Ti-6Al-4V al-
loy with various process parameters. Artificial neural networks (ANN) 
[7], Analysis of variance (ANOVA) [12], Fuzzy rule [12, 20] and Ta-
guchi method [9] are among various optimization techniques applied 
to find the optimal turning process parameters for better results. A 
brief review of the literature on the optimization of input factors for 
the turning process of titanium alloys is presented here.

The authors of the articles [21, 22] conducted studies on the effect 
of changing cutting parameters on the components of the cutting force 
and surface roughness of Ti-6Al-4V ELI titanium alloy parts with the 
use of a roughing cutting insert. The research were carried out in the 
range of cutting speed 25 ÷ 40 m/ min and feed 0.1 ÷ 0.35 mm/ rev. 
During the tests, the lowest roughness equal to Ra = 0.32 µm was ob-

tained for the feed rate of 0.1 mm / rev and the cutting speed of 25 m/ 
min. In turn, in [22] it was shown that an increase in the cutting depth 
from 0.5 mm to 2 mm, at a cutting speed of 35 m/ min and a feed rate 
of 0.25 mm / rev, increases the surface roughness Ra from 0.3 μm to 
2 μm. In the articles [25, 15], the Response Surface Methodology was 
used to optimize the turning process of the Ti-6Al-4V titanium alloy. 
The author of the work [25] optimized the turning process using a tool 
made of a TiAlN coated carbide. He conducted the tests by changing 
the cutting speed in the range of 30 ÷ 113 m/ min, the feed rate of 0.2 
÷ 0.4 mm/ rev and the depth of cut in the range of 0.5 ÷ 1 mm. The 
analysis showed that the lowest surface roughness can be obtained 
at a cutting speed of 72 m/ min and a feed rate of 0.2 mm/ rev. Mia 
et al. [15] used RSM to study surface roughness and cutting forces 
in cryogenic turning of a titanium alloy with a WC coated tool. The 
following parameters were adopted for the tests: cutting speed in the 
range 78 ÷ 156 m/ min and feed in the range 0.12 ÷ 0.16 mm/ rev. As 
a result of the analysis, it was shown that the most favorable cutting 
parameters, allowing to obtain a roughness of Ra = 1.05 μm, is the 
cutting speed of 78 m/ min at a feed rate of 0.16 mm/ rev, a cutting 
depth of 1.0 mm and a feed force f = 208 N.

The present study is an investigation the influence of different cut-
ting parameters of the Ti-6Al-4V titanium alloy at different the condi-
tions of dry and cooling turning with a polycrystalline diamond tool. 
The statistical manner for determining the Response Surface Method 
was used to model the relationship between the parameters of the cut-
ting process and the components of the cutting forces as well as the 
parameters of the surface topography. Such a multi criteria optimiza-
tion technique can offer a reliable solution and a balance among all 
included outputs. It also helps to provide different solutions that can 
be very useful to select the most appropriate cutting conditions based 
on the desired objectives. Properly selected processing parameters are 
important for ensuring the required reliability in the future exploita-
tion of the shaped products. They ensure shaping of the cutting forces 
in the range that prevents their excessive growth, which causes de-
formation of the surface layer material and its strengthening. In ad-
dition, reducing the temperature value of the cutting process and the 
morphology of the phase components of the workpiece surface can 
prevent surface damage and fatigue fracturing.

2. Devices, material and process parameters
The cutting process was examined on a test stand at the Research 
and Development Laboratory for Aerospace Materials (Rzeszow, Po-
land) on a CNC lathe Gildemeister NEF 600. The measuring system 
consists of a Kistler 9257B piezoelectric dynamometer - attached to 
the turret with a VDI holder, it enables the measurement of the cut-
ting force components: cutting force (Fc), feed force (Ff) and passive 
force (Fp) (Fig. 1). The signal from the dynamometer is amplified by 

Fig. 1.View of the working space of the NEF600 lathe: a) fixing the cutting tool in the dynamometer, b) kinematic diagram of the stand
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a 5070 type charge amplifier and then transmitted to a computer via 
USB using the National Instruments 16-bit NI 9215 analog-to-digital 
converter. Visualization, processing and saving of the signal is carried 
out using a program developed in the LabVIEW environment. The 
sampling frequency of the signal was set at 1 kHz (Fig. 2).

The X6540sc thermal imaging camera by FLIR (Fig. 2) with a res-
olution of 640 ×512 pixels and a recording speed of 126Hz: 640×512 
to 4011Hz: 64×8 was used to measure values of temperature during 
the turning process.

Fig. 2.	 Configuration of the stand with thermovision measurement during 
turning process

The 3D topography measurements of the treated surface were made 
using the optical method Alicona Infinite Focus focal differentiation 
microscope. The measurement included 3D topography on an area of 
1.6 × 1.6 mm. This method included noise removal, shape profile fil-
tering, topography imaging with 3D maps, determination of selected 
surface topography parameters and their statistical evaluation. The 
parameters of the surface topography were determined in accordance 
with ISO 25178-2 [8].

The surface observation was conducted using a HITACHI S-3400N 
Scanning Electron Microscope (SEM) equipped with Energy Disper-
sive X-ray Spectrometer (EDS) and Wavelength Dispersive X-ray 
Spectrometer (WDS) systems for the analysis of chemical composi-
tion and an Electron Backscattered Diffraction (EBSD) system ena-
bling the determination of the texture of materials and the identifica-
tion of phase components and morphology of their microstructure. 
Microstructural  examination of the dry turning surface was carried 
out with using Nikon Epiphot 300 light microscope with NIS-Ele-
ments V2.3 software.

The material used in this study was Ti-6Al-4V titanium alloy. Due 
to its good properties at elevated temperatures, it is one of the species 
commonly used in the aviation and electrical industries. The chemical 
composition is provided in Table 1.

A folding tool with a polycrystalline diamond insert was used for 
the tests. The configuration of the toolkit included: 

lampholder: SVJBL2525M16 JET (Sandvik, Sweden)––
the cutting insert: VCGT 160404 ID5 (Iscar, Israel) (Fig. 3).––

Fig. 3. Cutting insert VCGT 160404: a) dimensions, b) photo

The statistical method of determining the Response Surface Meth-
od was used to model the relationship between the parameters of the 
cutting process and the components of the cutting force as well as the 
parameters of the surface topography. Design-Expert 12 software by 
Stat-Ease (Minneapolis, Minnesota) was used for modeling.

A central, wall-centered composition plan was adopted during the 
research. The order of runs were generated by the program Design-
Expert 12 (Table 2). The range of variability of the input quantities 
included:

cutting speed –– vc in the range of 120 ÷ 240 m/min
feed rate –– f  in the range of 0.1 ÷ 0.3 mm/rev,
constant depth of cut –– ap= 0.25 mm

To determine the optimal cutting parameters, the weighted sum 
method was used, because this is one of the best-known methods of 
multi-criteria optimization. Due to the fact that the objective func-

tions are expressed on various scales of values, their transformation 
was performed to a dimensionless form assuming values in the range 
[0, 1].

Taking into account the features of turning, surface roughness was 
a critical parameter ensuring the correct course of the process. Addi-
tionally, in the case of turning with cooling, the passive force respon-
sible for shape errors was measured. In the case of dry turning, the 

Table 1.	 Chemical composition of the Ti-6Al-4V alloy (wt. %) [2]

Ti C max Fe max N max Al O max V H max Y max Rest

Variable 0.08 0.03 0.05 5.50-6.75 0.20 3.5-4.5 0.015 0.005 0.40

Table 2. Cutting parameters for Ti-6Al-4V titanium alloy, selected by mean 
of the RSM method

No. Run Cutting speed vc, 
m/min

Feed rate f, mm/
rev

1 8 120 0.1

2 7 240 0.1

3 5 120 0.3

4 9 240 0.3

5 6 120 0.2

6 4 240 0.2

7 3 180 0.1

8 1 180 0.3

9 10 180 0.2

10 2 180 0.2
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temperature values were measured. The values should be the range 
that does not cause the release of chemical compounds adhesively ad-
hering to the surface of the part and the phenomena of graphitization.

3. Results and discussion 

3.1.	 Turning with tool cooling
During the precision turning of the Ti-6Al-4V titanium alloy, the 
courses of the Fc (cutting force), Ff  (feed force), Fp  (passive force) com-
ponents of the cutting force were collected using the measurement 
path presented in Fig. 1b. Cooling and lubricating fluid Ecocool Glo-
bal 10 was used for cooling. In the conducted research, an aqueous 
concentrate solution with a concentration of 8% was used. The liquid 
was fed using a special nozzle that was an integral part of the HPC 
system holder. The liquid pressure was 8MPa. The analysis of forces 
in the finishing turning process provides information on the mechan-
ics of the cutting process, taking into account the properties of the 
workpiece material and tool geometry. Table 3 presents the results of 
measurements of the cutting force components during turning with 
cooling through the tool, for the adopted research range.

Based on the ANOVA analysis of variance, appropriate models 
were selected and adequate regression equations were obtained for 
the values of the Fc, Ff, Fp force components (1-3). 

	 225.82 0.0407 475.303 150.805C cF v f f= − + − 	 (1)

	 17.14 0.022 90.66p cF v f= − + 	 (2)

	 21.10 0.017 16.60f cF v f= − + 	 (3)

Figure 4 shows the graphs of the components of the cutting forces 
as a function of the cutting speed and feed rate. The analysis of Fig. 4 
shows that the cutting forces components have a very similar course. 
Both the main cutting force Fc and the passive force Fp practically do 
not change with increasing cutting speed. Their increase occurs with 
the increase in feed rate. Increasing the feed rate from f = 0.1mm/ rev 
to f = 0.2mm/ rev increases the cutting force Fc by 69.23%. Increasing 
the feed rate to f = 0.3mm/ rev results in a further increase in cutting 
force by 36.03%. It should be noted that the cutting force Fc and the 
passive force Fp are strongly correlated with each other. This is evi-
denced by the value of the Pearson correlation coefficient, r = 0.98. 
The feed force Ff is correlated to a lesser degree with the cutting force 
Fc (r = 0.84). Its value decreases slightly with the increase of the cut-
ting speed, while, similarly to the other components, it increases with 
the increase of the feed rate.

Fig. 4. Graph of the components of cutting forces: a) Fc, b) Fp, c) Ff

On the basis of the final turning tests of the Ti-6Al-4V alloy with 
the use of a polycrystalline diamond cutting insert, the influence of 
the cutting parameters on the selected parameters of the surface to-
pography was determined. Table 4 presents the results of measure-
ments of the surface topography parameters after turning with the tool 
cooling.

The analysis of the measurement results showed that the Sa (ar-
ithmetical mean of the height deviations of the surface) parameter is 
strongly correlated with the Sz parameter (the maximum height of sur-
face). Pearson’s correlation coefficient is r = 0.99 (Fig. 5).Therefore, 
the further part of the analysis focuses on one of these parameters (Sa) 
most often used in industrial practice.

Table 3.	 Cutting force components according to the RSM methodology

No. Cuttingspeed, m/
min

Feedrate, 
mm/rev Fc, N Fp, N Ff, N

1 120 0.1 65.92 24.10 20.56

2 240 0.1 63.32 22.91 19.28

3 120 0.3 151.11 41.74 23.67

4 240 0.3 144.92 39.75 22.08

5 120 0.2 111.16 32.96 23.18

6 240 0.2 105.27 28.18 19.90

7 180 0.1 64.28 22.63 18.72

8 180 0.3 14647 42.56 22.78

9 180 0.2 107.35 30.25 21.68

10 180 0.2 106.26 27.82 21.62

b)

a)

c)
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Regardless of the adopted cutting speed, it can be noticed that the 
roughness Sa increases with the increase of the feed rate value. In the 
case of a feed of f = 0.3 mm/ rev, an increase in the cutting speed from 
vc = 120 m/ min to vc =180 m/ min causes an increase in roughness by 
5.03% to a value of Sa = 6.59 μm. In this case, a further increase in the 
cutting speed does not significantly affect the surface roughness. For 
a feed rate of f = 0.1 mm/ rev, an increase in the cutting speed from vc 
=120 m/ min to vc = 180 m/ min results in a slight increase in surface 
roughness from Sa = 1.33 μm to Sa = 1.63 μm, and then causes it to 
decrease by 31.28% at a cutting speed of vc = 240 m/ min (Fig. 6a).

Fig. 6.	 Dependence of the Sa parameter on the cutting speed a) test results,  
b) plot of the regression function

Based on the ANOVA analysis of variance, an adequate regression 
model of the Sa parameter was developed (Fig. 6b), (4): 

2 30.65226 9.02652 35.9614 76.4532 0.01230 0.105a c cS f f f v fv= − + + + + −

2 2 2 7 30.00833 0.000028 0.0003472 2.62091·10c c c cf v v fv v−+ + + −     (4)

3.2.	 Dry turning process
The temperature tests in the cutting zone were to verify whether the 
increase in cutting speed and feed rate resulted in higher temperatures 
in the chip forming zone. Too high temperature may lead to unfavor-
able phenomena in the structure of the surface layer and limit the use 
of a polycrystalline diamond tool due to the possibility of graphitiza-
tion. Fig. 7 shows the results of the temperature measurement and the 
plot of the regression function.

Fig. 7.	 The influence of cutting parameters on the temperature value;  
a) test results, b) plot of the regression function

The adequate equation of the regression function, statistically veri-
fied at the significance level of α= 0.05, describing the influence of 
the cutting process parameters on the temperature value, takes the 
form (5):

2 3540.887 873.187 3056.4 6563.45 1.37693 16.95c cT f f f v fv= − − + − + .
(5)

At a feed rate of f = 0.1 mm/ rev, an increase in the cutting speed 
from vc = 120 m/ min to vc = 180 m/ min causes a slight decrease in 
temperature by 1.79%. The temperature in the considered range of 
cutting speed changes seems to be stabilized much below the value 
at which the graphitization phenomenon occurs. A further increase 
in cutting speed causes the temperature to rise sharply by 20.39% to  
462°C. During the machining of the shaft with both the feed rate f = 
0.2 mm/ rev and f = 0.3 mm/ rev, a similar trend of temperature in-
crease was observed with the increase of the cutting speed.

On the basis of the final turning tests of the Ti-6Al-4V alloy with 
the use of a polycrystalline diamond cutting insert, the influence of 
the cutting parameters on the selected parameters of the surface to-
pography was also determined. As in the case of turning with tool 
cooling, the Sa parameter is also strongly correlated with the Sz pa-
rameter. Pearson’s correlation coefficient is r = 0.999. Therefore, in 
the further part of the analysis, the regression equation was estimated 
also only for the Sa parameter.

Fig. 5. Graph of the correlation of the Sa and Sz parameters

b)

a)

b)

a)
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The adequate equation of the regression function, statistically veri-
fied at the significance level of α = 0.05, describing the influence of 
the cutting process parameters on the temperature value, takes the 
form (6):

2 30.44594 13.4516 9.33451 340.137 0.009491 0.37375a c cS f f f v fv= − + + − +

2 2 2 8 30.795833 0.000035 0.000354 5.79579·10c c c cf v v v v−− − +    (6)

When analyzing the results of roughness measurements during 
dry turning and with cooling through the tool, similar trends in the 
roughness change depending on the cutting parameters can be noticed 
(Fig. 8a).In both the first and the second case, when turning with a 
feed rate of f = 0.1 mm/ rev, an initial increase in the value of the Sa 
parameter can be observed, which decreases after exceeding the cut-
ting speed of vc = 180 m/ min. In the case of turning with a feed rate 

of f = 0.3mm/ rev, the value of the Sa parameter remains at a similar 
level in the cutting speed range of vc = 120÷ 180m/ min, and then it 
rapidly decreases. It should also be noted that the increase in feed rate 

and the associated temperature rise leads to the appearance of 
a chemical reaction causing the release of a compound that 
adhesively adheres to the surface. On an optical microscope 
image, it takes the form of small spots, 25 ÷ 40 μm wide (Fig. 
9a). The thickness of the layers of the adhering compound 
are so small that it is difficult to observe them on the three-
dimensional surface topography (Fig. 9b). When measuring 
surface topography, they can be considered noise and filtered 
out. Their removal is extremely difficult and requires time-
consuming and costly technological operations. Inaccurate 
cleaning of the treated surface causes a change in the proper-
ties of the top layer and deterioration of the tribological prop-
erties of the parts.

Figure 10 shows a photo of the surface of the part made 
with the use of a scanning electron microscopefor feed rate 
f = 0.3 mm/rev and vc = 120 m/min. Figure 11 shows the 
chemical composition of the Ti6Al4V titanium alloy (11a) 
and the compound adhesively adhering to the surface (11b). 
Analysis of the chemical composition shows that the adhe-
sive compound is formed as a result of a thermal chemical re-

Table 4.	 Surface topography parameters in accordance with the methodology of the 
RSM

Lp. Cutting speed, m/min Feed rate, mm/rev Sa, μm Sz, μm

1 120 0.1 1.33 12.37

2 240 0.1 1.12 9.59

3 120 0.3 6.56 32.04

4 240 0.3 6.91 31.18

5 120 0.2 3.24 17.89

6 240 0.2 3.3 20.35

7 180 0.1 1.63 12.56

8 180 0.3 6.89 35.99

9 180 0.2 3.18 18.78

10 180 0.2 3.01 18.90

b)

a)

Fig. 8.	 Dependence of the Sa parameter on the cutting speed and feed rate a) 
test results, b) plot of the regression function

Fig. 10. Scanning electron microscope photo of the surface after dry turning 
for feed rate f = 0.3 mm/rev and vc = 120 m/min

Fig. 9.	 Surface obtained after dry turning at the cutting speed vc = 120m / min 
and feed rate f = 0.3 mm/ rev; a) view of surface, b) three-dimensional 
surface topography

b)

a)
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action of the residual cooling lubricant used during roughing. The use 
of a liquid at this stage of treatment is necessary due to the tendency 
of the Ti6Al4V titanium alloy to harden the surface layer. Removal of 
the remaining cooling lubricant is very difficult and expensive, and 
the process itself does not guarantee the possibility of cleaning the 
surface of the remaining chemicals. It should be noted here that the 
chemical reaction only takes place at increased feed rate and at el-
evated temperatures. In the case of turning with a low feed rate value, 
no precipitated chemical compounds were observed on the surface of 
the part. This opens the possibility of machining without the use of a 
cooling lubricant, in an ecological manner, while ensuring a surface 
roughness similar to that in the case of using a coolant, and with the 
appropriate selection of cutting parameters, even smaller.

Fig. 11.	 Chemical composition of a) titanium alloy Ti6Al4V, b) compound ad-
hesively adhering to the surface

4. Multi-criteria optimization
Due to the physical properties of the Ti6Al4V titanium alloy, the hard-
ening of the surface layer as a result of permanent deformation and low 
thermal conductivity, finishing turning of the Ti-6Al-4V alloy with 
the use of a polycrystalline diamond cutting insert requires the selec-
tion of optimal process parameters. This selection must guarantee not 
only the required parameters of the top layer, but also high stability 
and efficiency of the process. This requires multi-criteria optimization 
of the process and finding a compromise solution that meets the above 
presented conditions. In order to write the multi-criteria problem, the 
following designations were adopted:

E•	 mR⊂ ,a set of permissible solutions (a range of process setting 
parameters);
z•	  = (z1, z2,…, zm)  E∈ , acceptable solution;
f•	 i : E→ R, i-th objective function (i = 1, 2,…, k);
(z) = (f•	 1 (z), f2 (z)), theobjective function for a multi-criteria prob-
lem.

The problem of multi-criteria optimization of the selection of turn-
ing process parameters with tool cooling can be written in the form 
of (7):

	

( )
( )
( )
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However, in the case of dry turning (8):
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One-criteria problem (9) is an i-th partial problem, where the vec-
tor ioz E∈ , in which the i-th objective function achieves the extre-
mum searched. The vector (10) is a vector called the ideal (utopian) 
solution in the space of evaluation, while (11) is the ideal solution to 
the function (7) or (8).

	 ( ) ,if z extremum z E→ ∈ 	 (9)

	 φ o = (f1(z1o),  f2(z2 o))	 (10)

	 z o = 1 2( , )o oz z 	 (11)

The set of effective solutions usually contains many solutions. 
Therefore, the aim of the presented problem was to select one com-
promise (optimal) solution from a set of effective solutions. For this 
purpose, functions (7) and (8) has been reduced to a single-criterion 
form, with the scalarisation function : ks R R→  in the form (12):

	 ( ) ( )( )1 2max( , : )s f z f z z E∈ 	 (12)

Scalarisation of the function was carried out using the method of 
weighting the grades. Values of weights ui > 0 of particular criteria fi 
(fulfilling the condition u1 + u2 + u3 + u4 = 1), were assumed, and 
then the optimal solution of the problem was determined (13).

	 ( )
1

max( : )
k

i i
i

u f z z E
=

∈∑ 	 (13)

It is only possible to create a function ϕ z u f z
i

k
i i( ) = ( )

=
∑

1
 if all the 

values of objective functions are expressed in the same units and 
scales. Since the objective functions in this case were expressed in 
different scales of values, they were transformed into a dimensionless 
form (14).

	 ( ) ( ) ( )
( ) ( )

min( : )
max( : ) min( : )

k ku
i

k k

f z f x x E
f z

f x x E f x x E
− ∈

=
∈ − ∈

	 (14)

Objective functions u
if  takes values for z E∈  from the interval 

[0, 1] and they are dimensionless. After the unitarisation, an optimal 
solution of the problem is determined according to (15):

	 ( )
1

max ( : )
k

u
i i

i
u f z z E

=
∈∑ 	 (15)

The optimal solution of the function (15) is an effective solution to 
the multi-criteria problem. The form of the solution depends on the 
weight values ui adopted. If during the calculations, it is assumed that 
all parameters for turning with cooling by the tool, are of equal im-
portance (u1=0.25, u2=0.25, u3=0.25, u4=0.25), the objective function 
reaches the maximum value for the cutting speed vc = 236 m/ min and 

b)

a)
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feed ratef = 0.132 mm / rev. This enables reach 
the surface roughness to be Sa = 1.66 µm with 
the cutting force Fc = 77.29 N. Unfortunately, 
the obtained solution cannot be accepted due to 
the too high surface roughness inadequate for 
finishing turning. Therefore, during the further 
search for the solution to the problem (15), it 
was assumed that the surface roughness is of 
the greatest importance for the correct course 
of the process (u1=0.2 , u2=0.2, u3=0.2, u4=0.4). 
Such an assumption makes it possible to obtain 
a compromise solution with the cutting speed 
vc= 240 m / min and the feed f = 0.1 mm / rev 
(point P1 Fig. 12). Machining with these pa-
rameters makes it possible to obtain a surface 
roughness of Sa = 1.16 µm with the cutting 
force Fc = 63.26 N.

In the case of dry turning, assuming the same significance of the 
parameters (u1=0.25, u2=0.25, u3=0.25, u4=0.25) allows to obtain the 
optimal solution for the cutting speed vc = 198m / min and the feed 
rate of f = 0.1mm / rev (Point P3, Fig.13). It is makes possible to 
obtain a surface roughness of Sa = 1.16 µm at a temperature in the 
chip area of 400 ° C, to prevent the graphitization process. After as-
suming that the most important parameters determining the structure 
of the surface layer of the processed material are the roughness Sa and 
temperature T, modifying the weight values (u1=0.1 , u2=0.1, u3=0.4, 
u4=0.4), it can be obtain another solution of the objective function 
(Point P4 Fig. 13) ensuring surface roughness Sa = 1.09 µm at cutting 
speed vc = 150m / min and feed f = 0.1mm / rev and a slightly lower 
temperature with value T = 382.3 ° C.

5. Conclusions
This paper presents the analysis of turning process of Ti-6Al-4V 

titanium alloy with using a polycrystalline diamond tool. The research 
were conducted with using RSM method for dry and cooling turning. 
The machining experiment, model development and result analysis 
revealed the following conclusions:

Surface roughness, both in turning with •	
tool cooling and in dry turning, increases with 
increasing feed rate. During the tests, the low-
est roughness value (Sa = 1.12 µm) in turning 
with cooling was obtained at a cutting speed  
vc = 240 m/ min and a feed rate f = 0.1 mm/ 
rev, while in dry turning at a cutting speed  
vc = 120 m/ min and a feed rate f = 0.1 mm / rev 
(Sa = 0.95 µm).

The temperature in the cutting zone with •	
a feed in the range of f = 0.2 ÷ 0.3 mm / rev 
increases continuously with increasing cutting 
speed. At a feed rate of f = 0.1 mm / rev, the in-
crease in the cutting speed from vc = 120m / min 
to vc = 180 m / min doesn’t cause a statistically 
significant increase in temperature.

In dry turning, an increase in the feed rate •	
leads to the appearance of a chemical reaction 
causing the release of a compound that adheres 

adhesively to the surface of the part. This phenomenon is difficult 
to observe when measuring roughness with a contact and optical 
profilometer, which leads to deterioration of the performance of 
the part.
Multi-criteria optimization of the turning process enables to ob-•	
tain compromise (optimal) solutions. In the case of turning with 
cooling by the tool, the use of a cutting speed of vc = 230 m/ min 
and a feed rate of f = 0.1 mm / rev allows to obtain a surface 
roughness of Sa = 1.16 µm with the cutting force (Fc = 77.29 N), 
which does not significantly affect the accuracy of the part. Dur-
ing dry turning, a cutting speed of vc = 150m / min and a feed 
rate of f = 0.1mm / rev enables a surface roughness of Sa = 1.09 
µm at a chip formation temperature of 382.3° C to prevent the 
graphitization process.

Fig. 12.	 The results of solving the problem of multi-criteria optimization in turning with the tool coolinga) 
contour plot of the regression function for Sa, b) contour plot of the regression function for Fc

Fig. 13.	 The results of solving the problem of multi-criteria optimization ofdry turning a) contour plot of 
the regression function for Sa, b) contour plot of the regression function for T
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1. Introduction
Maintaining the continuous flow of materials and information is one 
of the most important tasks in production systems [3]. The main rea-
sons for undesirable interruptions in systems operation are disrup-
tions in supply of components and materials to relevant stations and 
downtime and failures of equipment in production lines. Numerous 
strategies and methods suggested by lean manufacturing and the op-
eration and reliability theory are used to minimize such disruptions. 
The common assumption of the lean manufacturing-related methods 
is to ensure, maintain and improve the continuous flow of material in 
the production system [26, 27]. 

One of the methods to achieve this goal is to ensure the continuous 
operation of machines which is the main task of TPM (Total Produc-
tive Maintenance) [12, 13, 27]. Most publications on lean manufactur-
ing include descriptions of various methods and options to improve 
the efficiency and productivity of production systems [1, 7, 15, 20]. 
The attempts to combine the lean manufacturing and the TMP into 
one consistent strategy of lean maintenance are increasingly often 
made [13, 22, 23]. An interesting review of literature on lean manu-
facturing can be found in [24, 25]. 

The analyses indicate that the lean monitoring level moves from 
the process evaluation to the company level. Conclusions presented in 
[29, 30] are even more far-reaching as the authors claim that the scope 
of lean evaluation has expended from the production process level to 
the supply chain level. Other methods are also suggested for a more 
detailed evaluation of the impact of the lean criteria on the leanness 
of processes, such as ANP (Analytic Network Process) [33], artificial 
intelligence methods [2], hybrid methods [34], and machine learning 
methods [4]. 

Another approach to improve the systems operation is Reconfig-
urable Manufacturing System (RMS). The principles of designing and 
the review of the RMS are presented in [14]. The selection of the 
production process in terms of maintaining  the availability of the ma-
chines in the system is presented in [9]. Interested results of studies in 
Portuguese industrial production companies on the reconfigurability 
in are presented in [19]. 

Very significant is also the area of research on the  improvement of 
the continuity of manufacturing processes by using the solutions from 
the operation and reliability theory. A systemic approach to the issues 
of prevention and predictable is presented in the extensive paper  [36]. 
The states of production equipment capacity and states of quality of 
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manufactured products are important indices of the operational system 
evaluation, so the predictive strategy for multistate systems is very 
interesting [10]. The chain QR oriented to quality Q and reliability 
R is formulated in the strategy. An interesting paper [6] presents an 
integrated problem of choosing the production lot size, quality control 
and state-based maintenance for an imperfect production system 
which is subject to the reliability degradation [32]. The paper [32] 
includes a review of multicriteria models for solving the maintenance 
optimization problems. The review has identified 259 publication 
from the MCO (Multi Criteria Optimization) area and more than 100 
universally used criteria. 

An innovative predictive strategy for repairable complex systems 
is presented in [32]. The proposed long-term strategy includes the 
choice of degradation features and modules of the forecasting deg-
radation models which allow obtaining accurate failure forecasts. 
Original solutions for the optimization process with redundancy with 
limitations with the use of an innovative algorithmic approach are pre-
sented in [11, 17]. Other analyses related to modelling and optimiza-
tion of m-out-of-n backup systems are included [16, 18, 28]. 

There are a few papers on the evaluation of modernized systems. 
The issues of production process modernization in Russian industrial 
companies are presented in [35]. The conclusion presents a model of 
interrelation between the production modernization and the sustain-
able growth of a company. Finding the optimal design by a multi-
criterial evaluation is described in [31]. The evaluation uses a new 
measure of operational complexity of individual machines based on 
the number of parts, machines and operations [21]. Alternative design 
solutions are compared with each other using selected capacity crite-
ria, followed by a multicriterial decision-making analysis based on the 
Analytic Hierarchy Process (AHP).

The review indicates only very few publications related to the use 
of TPM in evaluation of production systems after modernization. The 
TPM method is most often used to improve the efficiency of the op-
erating systems. A novelty of the proposed is taking into account the 
evaluation method at the stage of making the decision to modernize. 
This is not an evaluation of the system modernization design, but an 
evaluation of the operation of the modernized system after a specific, 
longer time of operation (e.g. a year).

2. Model of a generalized production system
The generalized production system GPS is a certain ordered set of 
elements A and relations R between them:

	 { }  , , , , =GPS X Y T R

	 :  →T X Y .

where:
X ={X1, X2,...Xi,...XM}; for i = 1,…M – set of external magnitudes 
describing input elements,
Y = {Y1, Y2,... Yj, ...YN}; for j = 1,…N – set of external magnitudes 
describing output elements,
T = {T1, T2,... Tk, ...TS}; for k = 1,…S – set of magnitudes describing 
the transformation of input vector into output vector,
R =  RX × RY × RT – material and information conjugations between 
the USP system elements and between the elements and the environ-
ment (most often close environment).

The diagram of the generalized production system is shown in Fig-
ure 1. Each system and system products have a specific, finite life, 
the so-called lifecycle. The continuous monitoring of selected features 
and system properties (acc. to Fig. 1) allows making the right decision 
at the right time – that is before the fourth lifecycle phase (decline 
of performance). In order to avoid the decision to decommission the 
system it is necessary to prepare the system modernization in advance 
(of course if it is possible and reasonable).

The reasons to make a decision to modernize the production system 
are usually:

unsatisfactory economic indices,––
desire to modernize machine park,––
system adaptation to the requirements of Industry 4.0,––
approaching the fourth lifecycle phase (decline),––
limitation of availability for necessary raw materials and com-––
ponents,
adaptation to changing environment requirements (e.g. EU di-––
rectives), for instance in terms of environmental protection.

Fig. 1. Diagram of a generalized production systems GPS  (own study)
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The values determining thee specific character of the studied sys-
tem include:

continuous production (24 hours a day all year long),––
adaptation to changing environment protection requirements ––
(e.g. EU directives),
very significant limitation of supplies caused by exhaustion of ––
current resources necessary for the production process,
change of suppliers and components for production (an effect of ––
the previous limitation).

The aforementioned reasons became an origin of the method for 
the evaluation of the production system modernization. The evalua-
tion criteria are selected indices known from the TPM (Total Produc-
tive Maintenance).

Hence, the magnitudes describing the system outputs (acc. to Fig. 
1) should include information typical to the evaluation of production 
systems (KPI – Key Performance Indicators) – about the process costs, 
achieved capacity, profitability, and also additional information on:

availability of machines and equipment of production lines;––
product quality;––
mean time between failures;––
mean time to repair.––

3. System modernization evaluation method
It was decided to modernize the system in a few stages:

Stage I – decision to modernize,
Stage II – system modernization (implementation),
Stage III – evaluation of production system after modernization. 

Stage I should include a detailed identification of reasons for mod-
ernization. The identification result is the basis for three main tasks 
of the stage:

determine the scope of modernization;––
develop the variants of modernization;––
specify the criteria and method of selecting the variant.––

A simplified variant selection algorithm is presented in Figure 2.  
After the production system modernization (Stage II), it is neces-

sary to evaluate the system operation.
The most important tasks in Stage III include:

choose the post-modernization system evaluation criteria,––
monitor the process and collect the data about the process (over ––
a longer time),
process the data statistically,––
calculate the indices chosen for evaluation,––
analyse the results and make relevant decisions on further op-––
eration of the production line.

The post-modernization system evaluation algorithm is presented 
in Figure 3.

Fig. 3. Post-modernization system evaluation algorithm (own study)

In terms of chosen evaluation criteria, the following conditions 
should be satisfied: 

overall equipment effectiveness OEE of the studies line PLi––

	 ( )PLi minOEE   OEE  eg. 0,80≥ ,

availability of machines  ––

	 ( )PLi minA   A  eg. 0,90≥ ,

process efficiency index––

	 ( )PLi minP   P  eg. 0,90≥ ,

product quality index––Fig. 2. Diagram of variant selection algorithm (own study)
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	 ( )PLi minQ   Q  eg. 0,95≥ ,

mean time between failures––

	 ( )PLi minMTBF   MTBF  eg. TP hours ,≥

mean time to repair––

	 ( )PLi maxMTTR    MTTR eg. TN hours≤ .

An important problem in this evaluation approach is a cor-
rect and accurate choice of limit, acceptable indices. Such 
choice can be based on the experience of engineering staff, 
expert knowledge, benchmarking, and also the knowledge of 
specificity of technological processes. Hence, the determination 
of an unambiguous final evaluation of the system after mod-
ernization is a complex problem. For example, in production 
process involving the use of post-production waste it is diffi-
cult to achieve the high product quality. For the purposes of the 
systems considered in the work, a simple fuzzy minimalist rule 
was proposed:

if

	
1,..

PLi
i n=∧˄

PLi minOEE   OEE≥  ˄ PLi minMTBF   MTBF≥  ˄ 

PLi maxMTTR    MTTR≤  → ACCEPTABLE ASSESSMENT

In order to more accurately assess the operation of the system after 
the modernization, it is necessary to expand the proposed methodol-
ogy using the principles of expert - fuzzy assessment.

4. Exemplification – zinc production from waste 

4.1.	 System identification
The analysed company produces zinc concentrate necessary to make 
raw zinc. A rapid exhaustion of calamine resources forced a change 
of the processing technology in order to use another batch material. 
A decision has been made (Fig. 2) to make the zinc concentrate from 
zinciferous waste, particularly from dust from electric steel-melting 
shops and sludge from zinc electrolysis and industrial wastewater 
treatment plants. In order to prevent the contamination of the environ-
ment, such waste is subjected to zinc recovery during the pyrometal-
lurgical processing in rolldown furnaces. This method is used all over 
the world. 

The main problems linked to the system modernization in-
cluded:

Ensuring continuous supply of new raw material (waste) 1.	
which required a mechanism stimulating the feeding the 
system with waste generated by many suppliers.
Adaptation of the new technology to new environmental 2.	
protection regulations, particularly new strict European 
regulations on allowed sulphur oxide emissions (IPPC 
Directive). The production from hazardous waste re-
quires an Integrated Permit  (PRTR - Pollutant release 
and transfer registers and EPER - European Pollutant 
Emission Register).
Achieving the process efficiency indices on European 3.	
level.

As a result of modernization some lines were decommis-
sioned, and the remaining lines received additional, new equip-
ment. Three production line were modernized PL1, PL2 and 
PL3, which were analysed in detail.

The production process diagram is presented in Figure 4.
The assumption during the planning of modernization was that the 

production process efficiency will increase. Three basic characteris-

tics were used to determine the efficiency of utilization of resources 
after modernization:

OEE - Overall Equipment Effectiveness,––
MTTR - Mean Time to Repair,––
MTBF - Mean Time Between Failures.––

In accordance with the algorithm proposed during the moderniza-
tion phase, a yearly monitoring of selected parameters was recom-
mended (Fig. 3). 

The data obtained for one year of operation were the basis of a 
detailed statistical analysis of:

time between failures of individual lines and furnaces,––
time of failures, damage and micro-downtime of lines and the ––
line equipment.

Histograms were made for three lines to show the system down-
times, with indication of the reasons (planned downtime/ failure). Ex-
amples of histograms for lines PL1 and PL2 are presented in figures 
5 and 6.

Figure7 presents the percent shares of times between failures, fail-
ures and planned downtime for line PL3.

Fig. 4.	 Diagram of zinciferous waste processing line – after modernization (own study)

Fig. 5.	 Histogram of failures and planned downtime during one year for line PL1 (own 
study)
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Due to the variety of failures of machinery and equipment in 
the process line, the downtimes were divided to the main sub-
groups: 

slag reception systems,––
furnaces,––
dust chambers,––
heat exchanger coolers,––
filters,––
pneumatic product transport systems,––
fans.––

Typical results for line PL1 are presented in Table 1.
The percent shares of failures of individual equipment in 

lines PL1 and PL2 are shown in Figure 8. 

4.2.	 Analysis of results
The OEE index was determined in order to find the efficiency of 

use of resources using formulas (1), (2) and (3). The index defines the 
percent of theoretically achievable efficiency of line or equipment:

	 [ ]OEE A·P·Q·100 %= 	 (1)

where:
A – production line availability, A ∈ (0, 1),

Fig. 6. Histogram of failures and planned downtime during one year for line PL2 (own 
study)

Fig. 7. Availability of line PL3 in percent (own study)

Fig. 8.	 Percent shares of failures individual equipment in lines PL1 and PL2 
(own study)

Table 1. Failure times for line PL1 by type

Failure time [h] number
Slag reception system
removing lumps from rails 1 1
slag trap failure 7,5 3
Furnace  
damping 190 11
slagging 482 11
heating 159,5 11
welding works on furnace end 8 1
problems with start-up –soft-start 
replacement 2 1

taring  the mixture scale 7,5 4
Total: 849 39
Dust chamber
blocked screw feed under the chamber 4 1
Heat  exchanger coolers 
screw feeder failure 22 2
overhaul of screw under the hot cooler 67 3
cleaning of space between exchangers 51,5 9
Filter
high filter resistance – cleaning 44 5
filter check 2 1
failure od filter regeneration compres-
sor 1 1

Pneumatic product transport system
oxide pump failure 6 3
failure of line-plate feeder 41,5 10
Fan 
main fan cleaning 1 1
no compressed air 5 1
Other 
no batch  19 2
defreezing of air for batch 1 1
no power on cooling-dedusting line 1 2 1
failures of accompanying equipment 2 2
Total events 1126,5 86
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P – process efficiency (performance), P ∈ (0, 1),
Q – product quality, Q ∈ (0, 1).

Calculation of process availability index A

	 [ ]i2
PLi

i1

AA 100 %
A

= ⋅ 	 (2)

	 i1A =  365 days · 24 hours - tppi

	 Ai2 = 365 days· 24 hours - tpp1 - taw1	
where: 

Ai1 [h]	 –	 planned work time (available time – planned down-
time),

Ai2 [h]	 –	 operational time (planned work time – total down-
time and failure time),

i		  –	 number of production line for which the index is 
calculated,

tppi [h]	 –	 planned downtime of the ith production line,
tawi [h]	 –	 total failure time of the ith production line.

Determination of process efficiency index P
Two different approaches can be suggested for determination of the 

efficiency index [9]. 
On one hand, it can be assumed that if the furnace runs at the design 

capacity, and during the modernization all equipment and machines in 
the process line were designed for maximum design capacity of the 
rolldown furnace, the efficiency index for the whole process line can 
be taken as PPLi = 100 %. 

On the other hand, due to the complexity of the process, difficul-
ties in maintaining the technological discipline and varying quality 

of batch materials, it is difficult to think that the capacity will always 
be kept at the highest level. It can be reduced, for instance, by grow-
ing deposits inside the furnaces. Due to the continuous character of 
the process, it is difficult to indicate accurate values of the efficiency 
index at a given time. Based on experience, it is however possible to 
assume that the reduction on the average should not exceed 5%. Such 
being the case, it is taken that PPLi = 95%.

Calculation of quality index Q
The quality index was determined by comparing the amount of 

batch material with the amount of concentrate received from it in rela-
tion to the zinc content in them, using the formula (3). 

	 [ ]i2
PLi

i1

QQ 100 %
Q

= ⋅ 	 (3)

where:
Qi1 [Mg] – mass content of Zn in batch,
Qi2  [Mg] – mass content of Zn in product.

The data from the year of production process monitoring in lines 
PL1, PL2 and PL3 are presented in Table 2.

The data on the mass zinc content in the batch material (dust from 
electric steel-melting shops and zinciferous sludge from zinc electrol-
ysis) are presented in Table 3.

The calculations yielded the indices of availability, efficiency and 
quality. The results are presented in Table 4. 

MTBF and MTTF
MTBF is the mean time between two failures or downtimes. The 

MTBFi was calculated according to the following formula:
Table 2.	 Results of monitoring for production lines 

Production line PL1 Production line PL2 Production line PL3

Available time [h/year] 8760 8760 8760

Planned downtime [h/year] 1999,5 996 797

Failure time [h/year] 1126,5 509,5 1331,5

Furnace failure time [h/year] 849 349 994,5

Time between failures [h/year] 5634 7254,5 6631,5

Table 3.	 Zinc concent in batch material and final product  

Production line weight [Mg] Zn content [%] Zn amount [Mg]

Line
PL1

Batch 54 518,385 27,52 15 003,46

Production 22 360,037 59,44 13 290,81

Line
PL2

Batch 58 839,159 17,52 10 308,62

Production 19 039,309 45,55 8 672,41

Line
PL3

Batch 54 518,385 27,52 15 003,46

Production 22 360,037 59,44 13 290,81

Table 4.	 Partial indices for individual lines 

Index Production line PL1 Production line PL2 Production line PL3

Ai1 [h/year]
Ai2  [h/year]

6760,5
5634,0

7764,0
7254,5

7963,0
6631,5

Availability –  APLi 0,833 0,934 0,833

Performance - PPLi 0,95 0,95 0,95

Qi1 [h/year]
Qi2  [h/year]

15 003,46
13 290,81

10 308,62
8 672,41

15 003,46
13 290,81

Quality – QPLi 0,886 0,841 0,886
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ppri

ppi

t
MTBF

ni =

where:
tppri – total correct operation time for the ith line [h]; i=1, 2, 3,
npp1 – number of evenings of correct operation of the ith line; 

i=1, 2, 3.

MTTR is the mean time needed to repair the equipment. Each “re-
pair time” starts when the equipment fails and ends when the equip-
ment starts to run according to its standard operation cycle. The 
MTTR is calculated according to the following formula:

	

awi

ni

tMTTR
ni =

where: 
tawi – total time of repair of the ith line [h]; i=1, 2, 3,
nni – number of repairs of the ith line; i=1, 2, 3.

Calculation of  MTTR for furnaces P1, P2, P3
The analyses indicate that the failures of furnaces take up the most 

failure time of the ith line. Consequently, this subassembly of each 
line was analysed in detail.

Calculation of MTTR for the ith furnace, i=1, 2, 3:

	

awPi
Pi

nPi

tMTTR
n

=
	

where:
tawPi – total time of repair of furnace Pi [h],
nnPi – number of repairs of furnace Pi.

Production line 1 -  PL1
MTBF for production line PL1:

	

ppr1
1

pp1

t 5634MTBF 125,2 h / year
n 45

= = =

MTTR for production line PL1:

	

aw1
1

n1

t 1126,5MTTR 21,25 h / year
n 53

= = =

MTTR for furnace P1:

	

awP1
P1

nP1

t 849MTTR 21,77 h / year
n 39

= = =

Similar calculations of MTBF and MTTR were made for production 
lines PL2 and PL3 and for furnaces P2 and P3. 

Table 5 includes information obtained during the monitoring of the 
operation of these three furnaces.

Figure 9 presents the share of failures on individual furnace parts 
(for lines PL1 and PL2). 

Table 5.	 Failure times of furnaces P1, P2, P3

Line PL1 –
Furnace P1

Line PL2 –
Furnace P2

Line PL3 –
Furnace P3

Total failure time  [h] 1126,5 509,5 1331,5

Furnace Furnace P1 Furnace P2 Furnace P3

Components of the 
furnace repair time

cooling
[h] 190 66 187

[%] 22,38 18,91 18,80 

slagging
[h] 482 224 629,5

[%] 56,71 64,18 63,30 

heating
[h] 159,5 32 156

[%] 18,79 9,17 15,68 

other
[h] 17,5 27 22

[%] 2,06  7,74 2,21

total
[h] 849 349 994,5

[%] 75,37 68,50 74,69 

Fig. 9.	 Percent share of time of individual failures for furnaces P1 and P2 
(own study)
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The data from the one-year monitoring and the analyses allowed 
calculating the indices chosen for the system evaluation. The sum-
mary results of the studies of the production lines are presented in 
Table 6.

Diagrams (Fig.10, 11 and 12) present the sum may of indices 
calculated for three studied lines PL1, PL2 and PL3.

Fig. 10. Summary of OEE indices for studied lines (own study)

5. Summary
The methodology proposed in the paper allowed a multicriterial anal-
ysis of the system operation after modernization. The analysis of the 
number and reasons of process lines downtimes allowed determining 
the limits of utilization of resources on the disposal of the company 
and determining the areas in which the improvements should made. 

One of the conclusions is that the availability D as a parameter whose 
improvement should be a priority.

The failure times for individual lines differ – for lines LP1 and LP3 
the times are significantly longer than for line LP2. The reason is the 
different technology. The line LP2 is Adapted only to the processing 
of zinciferous sludge, and the batch material for the remaining lines 
can also be the dust from electric steel-melting shops. Other physical 

Table 6.	 Summary results for individual production lines

Production line PL1 Production line PL2 Production line PL3

Failure time [h/year] 1126,5 509,5 1331,5

Failure time [%] 12,86 5,82 15,20

Planned downtime [h/year] 1999,5 996 797

Planned downtime [%] 22,83 11,37 9,10

Correct operation [h/year] 5634 7254,5 6631,5

Correct operation [%] 64,31 82,81 75,70

OEE [%] 70,13 74,62 70,13 

MTBF [h/year] 125,2 190,9 150,72

MTTR [h/year] 21,25 10,38 26,11

Fig. 11. Component indices and OEE for studied lines (own study)

Fig. 12. Summary of OEE indices for production line PL1 (own study)
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and chemical properties of the batch and somewhat different course 
of the process affect, inter alia, the growth rate of deposits inside the 
furnaces. The analysis proved that this is the most frequently occur-
ring reason for the failures of these devices.

The assignment of the number and times of failures to individual 
subassemblies of modernized lines allowed indicating rotary furnaces 
as the most problematic components in terms of unplanned down-
time. The failures of this equipment are responsible on the average for 
72,83% of failure times on each line. The most time-consuming is the 
restoration of the equipment of equipment efficiency after the stop-
page related to the occurrence of ring deposits. The average MTTR 
for furnaces is as high as 23,31 h/year. Consequently, technical solu-
tions should be sought to limit the losses resulting from it. One of the 
suggestions is to use the Winchester industrial gun to speed up the 
deposit removal. 

One of the effects of the technological process modernization was 
to obtain the European process effectiveness level. For systems pro-
ducing products from production waste, OEE = 70% was assumed as 
a satisfactory OEE indicator. The measure of the achievement of this 
task was the OEE index for each studied production line.

The obtained results are satisfactory: 
OEE LP1 = 70,13 %  > OEEmin = 70 %,
OEE LP2 = 74,62 %  > OEEmin = 70 %,
OEE LP3 = 70,13 %  > OEEmin = 70 %.
At the same time, the limit values of average repair times and cor-

rect operation were adopted (expert knowledge):
MTTRmax = 30 h and MTBFmin = 125 h, which means that the 

indicators obtained for all three lines are within the adopted criteria 
(Tab. 6). Therefore, it can be concluded that the evaluation of the sys-
tem operation after the modernization is acceptable.

The indices only slightly differ from the word level (75-80 %), 
which, taking into consideration the complexity of the analysed tech-
nological process, can be seen as a satisfactory result. This fact justi-
fies the modernization and indicates that its effectiveness. At the same 
time, however, efforts should be made to improve the current state, 
particularly in terms of availability of production lines. the achieved 
availability level for lines LP1 i LP3 (83,3 %) requires a significant 
improvement.
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1. Introduction
There is a wide range of processes that can alter the morphology and 
properties of metals. This is one of the advantages of metals because 
processing itself may be the source of defects in the final product. 
Continuous monitoring leads to better materials synthesis methods, 
capable to achieve accurate control of the structure and atomic con-
figuration of the crystals at the nanoscale [24, 31, 37]. The electrode-
position is successfully used during the production of the multi layers 
(ML) coatings because of its simplicity, low manufacturing cost, and 
versatility. Nowadays, this process is further developed to predict and 
tailor the functional properties as the result of a quantitative descrip-
tion of fundamental phenomena at the atomic scale. Electrodeposited 
metals and alloys characterize enhanced micromechanical properties 
in comparison to cast metals and alloys [9, 13, 32]. The variation of 
the parameters such as electrolyte composition, bath pH, temperature, 
agitation (the physiochemical conditions), current density, potential 
(the electric conditions), and magnetic field can alter the composition 

and microstructure of the deposited layers. This, in turn, affects the 
tribological properties of the layers, which are extremely important 
for their subsequent use in many areas of industry and economy and is 
essential [5]. A good example is the increasing significant demands to 
control friction losses and decrease the wear of machine components. 
Process of the tribo-mechanical and physical properties tailoring, such 
as wear resistance, high-temperature corrosion protection, oxidation 
resistance, and lubrication properties of a metallic coating, allows fo-
rachieving many different application requirements [12, 13]. Pure 
metal (Ni or Fe) exhibits different specific properties than the alloy 
(FeNi) received after the manufacturing process [13]. Differences in 
their percentage composition result in potential changes in later ap-
plications. The FeNi coatings could be used for example as high-per-
formance transformers cores, read/writer magnetic shield materials, 
magnetic actuators, composites molds/tooling, etc. [1, 2]. Mentioned 
ML coatings are investigated by many researchers and have attracted 
attention due to theirmechanical, electric, and magnetic properties [8, 
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13, 28, 32]. Alloying of the substrate surface is often implemented for 
improving the coating performance, especially to increase the effi-
ciency of mechanical systems or reduce friction losses using advanced 
materials and surface technologies. Additionally could be applied 
low-quality substrate (nonmetallic or metallic material) and its cover 
may satisfy the user which reduces the cost of application. Direct 
current-coated materials have smaller grain sizes and less plastic de-
formation compared with pulse current. The environmental conditions 
and the material type directly influence the surface topography and 
thus the friction coefficient and the wear resistance of the obtained 
coatings [16]. The material of the substrate results in changesin the 
adhesive strength of the deposited films. This varies with the different 
film/substrate combinations in the result of the crystallographic co-
herency between them. The eutectic and the peritectic alloy systems 
are practically applied in the electronic industry. The adhesion mecha-
nism in the electronic device has attracted much attention. It depends 
on the number of voids that are observed in the mentioned interface 
and causes a decrease in the adhesion. The high concentration of the 
hydrogen existing in the elemental depth profiles results in the exfo-
liation of the film. Different interfacial structures were considered by 
Okamoto, Wang, and Watanabe [19] as well as Nweze and Ekpunobi 
[18] or Wei at. al. In both articles,the substrate affects the crystal 
structure of the coatings and the crystallographic coherency itself. Ad-
ditionally, the parameters of the electrodeposited layer are the func-
tion of the substrate thickness and its magnetic character [13, 14]. 
Gurrappa and Binder [11] showed an unbreakable link between spe-
cific free surface energy, adhesion energy, lattice orientation of the 
electrode surface, crystallographic lattice mismatch at the nucleus-
substrate interface, and nanostructures of the electrodeposited coat-
ing. Its distribution depends on the nucleation and growth processes. 
The nucleation could be instantaneous or progressive. In the case of 
the first formation, the nuclei are increasing with time. During the 
progressive formation, nuclei gradually grow and overlap. The results 
of electrodeposition are strongly affected by the cathode surface and 
its characteristics. The growing near substrate layer filled up the holes 
and defects of the electrode surface. This yields the desired and ori-
ented surface morphology on metallic or nonmetallic materials. In this 
case, surface engineering studies are very important to createa tem-
plate (cathode surface) for specific applications [11, 32]. Some studies 
have shown a relationship between the refinement of the surface mi-
crostructure and the friction mechanical properties of the layers. 
Smoother surfaces give a lower friction coefficient [1, 2, 9]. Surface 
texturing i. e. generating a specific surface structure is one of the ways 
which can help with the reduction of the friction as well as surface 
coatings application or surface roughness improvement [25]. In the 
recent two decades, scientists developed the electrodeposition process 
beyond the current state of the art. Some of them (Fahidy, Aogaki) 
used the external magnetic field to extend the range of available prop-
erties in the context of magnetic, mechanical, or thermal applications 
of alloys and compounds. The others (Fritoceaux, Russo) changed the 
kind of substrate to check how it influences the properties of the coat-
ing/substrate system. All explorations have to give a response to the 
question of how the above act on the obtained coatings. Last three 
decades scientists reported that the applied external magnetic field 
(EMF, perpendicular, parallel) results in changes in the morphology 
and structure of the manufactured layers. Electrochemical reactions 
and magnetic field forces influence each other which causes the mag-
netohydrodynamic effect (MHD) creation. EMF induces the addition-
al convection and reduces the diffusion layer (enhances mass trans-
port). The conclusions of the research are as follows: i) parallel 
arrangement (II) of the field and electrode surface activates two-di-
mensional growth and smoother deposit; ii) perpendicular orientation 
(I_) a rougher growth respectively. The field configurations (II, I_) 
form the preferred crystal texture of the FeNi deposits [3, 36]. The use 
of electrochemical methods to modify the surface processes and ma-
terials modification itself are very important, especially when it comes 
to the needs of modern technologies. A lot of properties are exten-

sively investigated for this reason, including morphology, structural 
properties, hardness, corrosion, wear resistance, etc. Companies are 
intended in the development process of the nanostructured materials 
manufacturing which will play a significant role in their customer’s 
market [11]. Nowadays, knowledge of the subject of magneto-elec-
trodeposition plays a very important role in science and technology. 
An example could be the application in many industry branches like 
space research, military applications, security systems, high-density 
magnetic memories, navigation, medicine, etc. The aim of this paper 
was the experiments whose results allow the discussion about the 
morphological and crystallographic properties of the alloys deposited 
in the different physical conditions. What is new is looking for layers 
with properties that meet the needs of modern users. Currently, zinc 
can be found in the products of many industries and the economy. 
Among others, in medicine (bone repair material), in the automotive 
industry (anode in alkaline batteries). In many cases, Zn needs protec-
tion because it reacts with the surrounding environment (degradation, 
adhesion, corrosion resistance). For this reason, it is of interest to sci-
entists from many research centers and still needs research to clarify 
many issues [27, 34].

2. Materials and methods
A direct current electrodeposition process was employed for the 
preparation of the FeNi layers. The platinum vertical plate (width-6 
mm x height-5 mm x thickness-0,5 mm) was used as the anode, and 
electrochemically polished Cu and CuZn (Cu63Zn37 – manufactur-
er data) plates were used as the cathode (width-10 mm x height-20 
mm x thickness-0,25 mm). The electrolyte for the preparation of the 
iron-nickel layer consisted of FeSO4·7H2O (7,5 g), NiSO4·7H2O (7,8 
g),and H3BO3 (2 g) without the presence of additives. The whole pro-
cess was performed galvanostatically using the potentiostat/galvanos-
tat instrument (Matrix MPS-7163). The sets of two permanent magnets 
(width-75 mm x height-50 mm x thickness-10 mm)were placed in the 
especially designed laboratory stand around (parallel, perpendicular) 
the cathode surface. The magnetic field strength was measured with 
the gauge FH51 (Magnet-Physik) and ranged from 80 mT to 400 mT 
(with an accuracy of 2%) but near the electrode surface was distributed 
uniformly. The experiments were conducted at room temperature. Tri-
bological analyses were carried out using a UMT TriboLabtribometer 
(Bruker, Billerica, MA, USA), with a ball-on-disc system under dry 
friction conditions and each of them took 300 s. The countersample 
was immobile 6 mm corrundum ball. The reciprocating motion of a 
sample with the amplitude of 500 μm was repeated 3 times, with the 
following parameters: Fn = 2 N, f = 10 Hz. The knowledge about the 
composition was obtained as the result of spot surface measurement 
made with an energy dispersive X-ray spectrometer integrated with 
the SEM. X-ray diffractometer with Mo Kα radiation (χ= 0,713067 
Å) provided information on the crystal structure characterization. The 
probes were cut and the thickness of the cross-sections was measured. 
The LEXT OLS 4000 Confocal Laser Scanning Microscope (CLSM, 
Olympus, Tokyo, Japan) with a 3D image feature was used to char-
acterize the metallic coatings: thickness, volume and depth of wear 
tracks. The often used method of surface description reflects the two 
other parameters. The first of them is the skewness (Ssk) which is sen-
sitive to occasional deep valleys or high hills. It measures the symme-
try of the variation of a profile about its mean line and gives informa-
tion about the number of hills or valleys on the surface. Zero skewness 
informed about symmetrical height distribution. Positive value testi-
fies to the fact of the existence of fairly high spikes above a flatter 
average. A negative value describes filled valleys, and deep scratches 
in a smoother plateau. The second is the kurtosis (Sku), which informs 
about the probability density sharpness of the profile. An increase in 
the Ssk value results in an increasing trend in the value of the friction 
static coefficient. In the case of Sku, we observe the opposite trend. 
Positive Ssk shows surfaces with good adhesion resistance but nega-
tive leads to lower values [25]. Both mentioned variables should be 
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calculated to achieve a useful understanding of a composite surface 
[1, 2, 20, 25, 26, 29]. Roughness of the probes was measured with the 
use of the optical method (not as a classic linear profilometer) but it 
was shown as a section of the surface with marked roughness values. 
Microhardness was tested using the Vickers method with a load of 
0,9807 N and repeated 10 times. The crystal sizes were calculated by 
the use of Powder Cell program which adapts experimental (powder 
diffraction patterns) and theoretical data automatically. 

3. Results and Discussion

3.1.	 X-Ray Diffraction (XRD)
The crystalline structures of the alloys deposited on both substrates 
(Cu, CuZn) show a dependence in respect of the deposition time 
(Fig.1). After 900 s of the process, the FeNi coatings are dominated by 
the FeNi structure. Long-term deposition causes a 
mixture of FeNi and Fe phases with the primary 
occurrence of bcc-Fe which confirms the data 
presented in Fig.3 (showing the changes in the 
Fe content). The addition of zinc (37 %) to Cu, 
as it is in the brass substrate changes the crystal 
cells parameters by 2 percent (value of the crystal 
parameter). For Cu, c is equal to 3,57 Å and for 
CuZn – 3,65 Å which are close to the theoretical 
values of c = 3,581 Å in FeNi (JCPDS Card No. 
47-1405) and c = 3,647 Å in Fe (JCPDS Card No. 
06-0696) respectively [21, 22]. The external mag-
netic field application influences the crystallites 
size. In both cases (Cu and CuZn) crystallites are 
larger when growing without EMF. In average re-
spectively d=23,0 ± 1,0 nm in comparison of the 
EMF presence d=14,0 ± 1,0 nm (FeNi crystallites 
- Cu substrate and Fe – CuZn). Therefore EMF 
works as the grain refiner. 

3.2.	 Scanning Electron Microscopy (SEM)
Fig.2 shows the morphology of the fabricated 
FeNi coatings which changes due to the presence 
and the orientation of the EMF obtained by scan-
ning electron microscopy. The surface of the de-

posit becomes smooth and compact when no external magnetic field 
was applied. Resulted layers seem to grow following a progressive 
nucleation mechanism. The presence of the external magnetic field 
during the deposition process doesn’t influence the nucleation mecha-
nism itself but affects the subsequent growth of the objects. In this 
case (at the early stage of the deposition, 900 s), it leads to a preferen-
tial development of 3D forms into clusters on the 2D nucleation cent-
ers at fixed points (deterministic mode). Over the time (3600 s), the 
number of these places increases, and 3D growth centers are scattered 
over almost the entire surface at various stages of development and 
various sizes (stochastic mode). The coating on both substrates (Cu, 
CuZn) showed competitive growth of 2D and 3D forms.

The major effect of the magnetic field is known as the magneto-
hydrodynamic (MHD) effect which results in additional convection 
and therefore reduction of the diffusion layer thickness. This caused 
the enhanced mass transport to the existing deposit and increased 

the secondary nodules (second 
micro-MHD effect) [17]. This 
growth type appears as the 
result of instantaneous nucle-
ation which characterizes a 
slow growth of the nuclei with 
a quite small number of active 
sites at the same moment [4]. 
Only the layer on CuZn sub-
strate after II EMF application 
characterizes cracks and nodu-
lar shapes of the growing layer. 
This is directly connected with 
the appearance of high content 
of Ni (decrease of Fe content in 
time – Fig.3) and the increase 
of the hydrogen evolution rate 
[35]. This results in the grooves 
(among 3D nuclei) indented by 
MHD-flow and the hydrogen 
formation (reaction between Ni 
in alloy and Zn from the sub-
strate) [17, 35]. Fig.1.	 Selected XRD patterns are presented in panels concerning substrate surface: copper (A), brass (B), and time (900 s, 

3600 s), respectively (0 – without EMF, II – parallel EMF, I_ - perpendicular EMF); current 50 mA (cm2)-1

Fig.2.	 Set of SEM images of the deposited films with and without EMF: different time deposition (900, 
3600 s); different substrate (Cu, CuZn); current density – 50 mA (cm2)-1; without EMF (A), II 

EMF (B), I_ EMF (C)
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As the result of the electrodeposition process composition gradients 
in FeNi coatings occurred. The experiments clarified the dependence 
of the thickness and time for the elemental composition of the coat-
ings. Fig.3A shows the upward trend of the iron amount in all cases 
(without and with the presence of the EMF) with the time increasing. 
It is defined as an anomalous co-deposition, where the iron (less noble 
metal) percentage in the deposit is higher than its presence in the elec-
trolyte (Fe:Ni – 1:1), especially with the longer time of deposition 
(Brenner, Tabakovic) [1]. The EMF application (at the later stage of 
deposition) reduces the thickness of the layer on a copper substrate 
compared to a deposition without an external magnetic field during 
the longer time of process duration (Fig.4). This is the result of the 
MHD effect which was mentioned earlier. The case of deposition on 
CuZn substrate (Fig.3B) differs from mentioned above Cu substrate. 
The iron content decreases after a longer time of the II EMF applica-
tion as reflected in the sediment morphology (Fig.2 – CuZn, 3600 s, II 
EMF). The presence of EMF enlarges the thickness of the deposit. In 
the case of Cu substrate, it is visible especially in the early stages of 

electrodeposition (Fig.3A), but in the case 
of CuZn substrate (Fig.3B), this situation 
appears after a long time of electrodeposi-
tion process duration. It is inherently related 
to the increase in roughness of the deposited 
FeNi coatings in the above-discussed cases 
(Fig.5 and 6) due to enhanced mass trans-
port (MHD effect) of the refined grains.

3.3. Tribological tests
First, the roughness of the substrates was 
measured. As aresult, the values of skew-
ness and kurtosis were obtained. For Cu 
substrate: 0,11 and 4,55 and CuZn: -0,66 
and 4,82 respectively.

Positive values of the Ssk parameter in-
form about the predominance of peaks on 
the measured surfaces (Fig.7.). The sur-
faces have irregularities, the rough surface 
becomes spiky and a large number of hills 
are in contact. The higher values of posi-
tive skewness result in good adhesion force 
and resistance under a certain load which 
characterizes obtained FeNi coating. A lot 

of asperities increase the real area 
of contact [30]. This is especial-
ly visible in the cases of EMF 
absence (Cu substrate) and 
perpendicular EMF (CuZn sub-
strate) for 900 s deposition time 
duration, when the values of Ssk 
are the highest –11,08 and 11,88 
(Fig.7). In the same cases, val-
ues of Sku˃3 (17,04 and 18,50) 
reveal the presence of larger 
grains in the profile of the sur-
face - 20,00 nm (Cu substrate) 
and 17,00 nm (CuZn substrate) 
[7, 10, 36].

Due to the dynamic nature of 
changes in friction conditions, 
low reproducibility is very 
common in tribological tests. 
These changes can be caused by 
the lapping of kinematic pairs 
surfaces and generating wear 
products, often in a stochastic 
way. These products can be re-
moved beyond the friction zone 

or remain inside and intensify the secondary wear. The high dynamic 
of changes in the tribological system has a significant impact on the 
resistance to motion of the kinematic pair, which analysis is usually 
used to determine the frictional characteristics of the material. Despite 
this, friction tests allow to observe some tendencies and dependen-
cies. Results of the wear tests were summarized in Fig.8 and 9.

At high kurtosis values, the asperities become much peakier which 
drastically decreases the effect of the friction force. Therefore, the 
coefficient of friction increases slightly to reach the greatest value 
and decreases further (Fig.8 and 9) [30]. The roughness has the lowest 
values in both mentioned cases. There are consequences ofthe appear-
ance of fragments of the damaged surfaces and debris rather than the 
sharp edges of the deposited FeNi layer [6, 15, 26]. In the case of 
Cu substrate, the surface characterizes the predominance of peaks but 
CuZn – of valleys. Roughness profiles of the substrates influencethe 
layers growth to a small extent.

Fig. 4.	 Set of SEM images of the deposited films cross-sections without (A, B) and with II EMF (C, D): time deposition  
900 s; different substrate – Cu (A, C), CuZn (B, D); current density – 50 mA (cm2)-1

Fig. 3.	 Effect of Fe content (upper row) and FeNi film thickness (lower row) in time; (A) Cu substrate, (B) CuZn 
substrate; 0 – without EMF, II – parallel EMF, I_ - perpendicular EMF



Eksploatacja i Niezawodnosc – Maintenance and Reliability Vol. 24, No. 4, 2022 691

The resistance to motion 
analysis shows that they are 
highly dependent on the type of 
the substrate and the deposition 
time of the FeNi coating. An 
intensive rise and subsequent 
sharp decline in the value of 
the friction coefficient often oc-
curs in the initial stage of wear 
(Sku˃5). It is related to abrasion 
of surface irregularities, and it 
can be observed especially for 
CuZn substrates with a 900  s 
layer deposition time. The stage 
of gradual lapping of the surface 
layer is associated with the lack 
of rapid changes in the value of 
the coefficient of friction. As the 
substrate was exposed, the re-
sistance to the motion increased 
(Fig. 8 and 9). It particularly oc-
curred for Cu substrates.

The results of the wear track 
morphology studies presented 
in Fig.10 showed that in most 
cases the depth of friction 
marks increased with the thick-
ness of the layer. Although the 
thicker FeNi coatings were sig-
nificantly worn, in most cases 
their breakthrough was not ob-
served. The opposite tendency 
can be seen for the layers with 
a shorter deposition time, where 
the substrate was fully (Cu) or 
partially (CuZn) exposed due 
to friction. Thus, it seems that 
the coatings on CuZn substrates 
show higher wear resistance. It 
is related to an increased degree 
of adhesion of the layer to the 
substrate which is in connection 
with the highest values of skew-
ness and kurtosis - Fig.7 [23, 

26, 30]. After the layers deposition, the samples 
were not rinsed in the ultrasonic cleaner due to the 
possibility of the layer chipping. They were rinsed 
only with distilled water. During the tribological 
tests, the wear products (substrate particles - Cu, 
Zn, and their oxides) produced a mixture, so it 
may seem that the trace after friction is shallower 
(Fig.8, 9 and 10).

On the other hand, SEM images presented in 
Fig.11 show that thicker coatings may crack and 
chip. This generates wear products, which are 
placed in the friction zone. The brittleness of coat-
ings formed at 3600 s deposition time is associ-
ated with their decreased microhardness (Fig.12). 
Due to the movement of the kinematic pair, wear 
products are crushed and shredded. Thermal en-
ergy from friction can lead to their oxidation and 
formation of oxides. A large amount of wear de-
bris intensifies wear. The microscopic analysis 
shows that the dominant type of wear was three-
body abrasion. Overtime, when the substrate was 

Fig. 7.	 Values of the friction coefficient after 300 s of the process (COF, blue box), the kurtosis - Sku (red, square), and the 
skewness- Ssk (green, triangle) for coated samples of Cu substrate (A) and CuZn substrate (B)

Fig. 8.	 Results of tribological tests for Cu substrate for different times of layer deposition 900 s and  
3600 s (0 – without EMF, II – parallel EMF, I_ - perpendicular EMF): coefficient of friction vs. 
time (A), CLSM images of friction marks (B), SEM-EDX analysis of wear tracks (C)

Fig. 6. Set of images of the surface roughness of the deposited films, Cu substrate, 3600 s, without EMF

Fig. 5.	 Values of the roughness of tested surfaces: Cu substrate (A), CuZn substrate (B); time: 900 s – blue line (points), 3600 
s – red line (square)
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exposed to the motion, the amount of generated wear particles de-
creased, and the surface was smoothed out [38]. 

Increasing the Fe content (Fig.3) while extending the time of depo-
sition is correlated with higher values of the microhardness (Fig.12). 
Except in the case of the film deposition on the CuZn substrate in the 
presence of II EMF when the dependence is opposite, the Fe content 
and the value of the microhardness decrease. This scenario confirms 

also XRD analysis (Fig.1) then the peaks typical for 
metallic Fe appear and are much more intensive.

In most of the considered cases, the intensity of 
friction marks and values of microhardness (Fig.12) 
increased with the deposition time except for II EMF 
on CuZn substrate. The aforementioned dependence 
is also influenced by the composition of the FeNi 
coating, as the result, the high content of the iron ox-
ides causes deeper friction marks (Fig.8, 9, and 10). 
Higher values of the microhardness are connected 
with the Fe content increase which was shown in 
Fig.3. The opposite relationship of microhardness in 
the case of II EMF on CuZn substrate is in agreement 
with a decrease in Fe content. This is due to the ob-
servation that the thickness of the layer was increas-
ing till the end of the experiment. X-ray analysis of 
the elemental composition of the obtained layers 
subjected to friction process confirms the increased 
wear resistance connected with raised Fe content in 
both scenarios with the absence and presence of the 
external magnetic field [34].

4.  Conclusion
The experimental investigation suggests that the 

electrodeposition process can 
be modified by applying vari-
ous orientations of the exter-
nal magnetic field. The type 
of layer growth changes from 
progressive to instantaneous. 
This may be attributed to the 
effect caused by mass transfer 
induced in the electrolytic solu-
tion (MHD effect). Extending 
the duration of the process itself 
also affects the mode of growth. 
The early stages of deposition 
are assigned as a deterministic 
mode and later – a stochastic 
one. The surface morphology 
of the coatings is related to the 
Fe content and type of the sub-
strate. Further, certain changes 
in the coefficient of friction are 
due to an increase in the kurtosis 
value. Higher wear resistance, 
as well as coatings adhesion to 
the substrate, are depending on 
the higher value of skewness. 
The increase in microhardness 
is attributed to the favorable 
iron electrodeposition which 
was supported by the XRD 
study [32]. These findings are of 
practical significance since they 
can aid engineers in selecting 
appropriate surface roughness/
textures based on their specific 
requirements [30].

Undoubtedly, the external 
magnetic field used during the deposition allows for the fragmenta-
tion of the FeNi coatings, thus obtaining better tribological properties. 
It is a starting point for further research on the wettability of such 
surfaces and the durability of layers in nanoelectronics. 

Fig. 9.	 Results of tribological tests for CuZn substrate for different times of layer deposition 900 s 
and 3600 s (0 – without EMF, II – parallel EMF, I_ - perpendicular EMF): diagrams of coef-
ficient of friction vs. time (A), CLSM images of friction marks (B), SEM-EDX analysis of wear 
tracks (C)

Fig. 10.	 Depth of the friction marks for FeNi coating on: Cu substrate (A) and CuZn substrate (B); FN=2 N, f=10 Hz; 900 
s – left columns (blue), 3600 s – right columns (red)

Fig. 11. Set of SEM photos of wear tracks for Cu substrate, 900 s of II EMF (A); CuZn substrate, 3600 s of II EMF (B)
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1. Introduction
Children’s mobility is a complex issue and is widely discussed in 
the literature due to travel safety [23] and children’s health [4]. The 
problem is significant since the number of trips of one child on the 
route home-school or school-home is approximately 380 times a year, 
and can contribute to a high traffic volume resulting from the large 
number of children traveling [24]. Hence, even small changes in the 
mobility of children can have a significant impact on traffic volumes, 
air pollution around schools [3] spatial planning [22], environmental 
impact [41], social conditions [21], economic issues [5], travel plan-
ning [16], and children’s behaviour in traffic [38] etc.

The decision made by parents on means of transport (e.g. taking 
a child to and from school in a passenger car) can be impacted by 
insufficient level of road safety or limited availability of other forms 
of transport. However, it influences the increase in car traffic, which 
results in lowering this safety [33]. Therefore, an important issue is to 
control and reduce the risk in individual areas. This can be achieved 
by developing models that minimize the likelihood of an accident 

(e.g. [10]), but also by ensuring the roadworthiness of vehicles from a 
systemic perspective [12].

These issues indicate the need to develop a comprehensive, inte-
grated children mobility management support system that will ensure 
the safety of children from the moment they leave home until they re-
turn from school [15]. Such a system should ensure the use of school 
buses and take into account the needs of all stakeholders and users 
of school transport, i.e. parents (guardians), school representatives, 
transport providers, municipal authorities and other entities, such as 
the police or road managers. This means that in order to ensure the 
proper implementation of school transport and to increase the safety 
of children traveling to and from school, it is essential to integrate the 
activities of all the above-mentioned stakeholders and to appropri-
ately define the scope of their duties and tasks.

As shown by statistical data, the interest in the safety of children 
brings the desired results. Fig. 1 shows the number of road accidents 
involving pedestrians under the age of 14 in Poland in 2010-2019. 
As it can be seen, the number of accidents involving children is con-
stantly decreasing, and the level of safety of vulnerable road users is 
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increasing. A similar trend is visible in other European Union coun-
tries. However, this does not change the fact that the number of ac-
cidents involving children pedestrians is significant. For example, in 
Poland in 2019 there were 723 accidents involving young pedestrians 
under the age of 14, in which 15 children were killed, 220 were seri-
ously and 504 slightly injured [42]. It is significant that according to 
the World Health Organization, road transport accidents are the most 
common cause of death among children over 5 years old [43].

Fig. 1.	 Number of road accidents with children pedestrians in Poland in 
2010-2019

	 Source: own study based on Polish Road Safety Observatory data 
[42]

Taking all of the above into account, according to authors of the 
article, the improvement of school travel safety is a particularly im-
portant issue and requires proper adaptation of the infrastructure and 
equipping the transport system with appropriate intelligent tools for 
monitoring children’s travel to and from school.

The authors of the article presented a developed proprietary model 
for assessing school travel safety, considering the equipment with 
IoT tools. The research covers trips by organized school transport in 
non-urban areas, however it is possible to adapt the model to chil-
dren travels made by public transport, as well as by other means of 
transport or on foot. The presented research is based on the effects 
of the Safeway2School project [44]. Extending the research would 
require mapping additional means of transport, taking into account 
their characteristics, as well as the assessment of integrated transfer 
nodes presented, for example, in the work of Jacyna et al. [11]. These 
considerations will be the subject of further studies.

The article is mapped out as follows. Section 2 presents the cur-
rent state of knowledge broken down by areas related to the research 
topic. Section 3 presents the concept of the proposed method for using 
intelligent solutions in children’s travel to school. Chapter 4 contains 
a decision-making model which studies the indicators of bus travel 
safety, based on the developed concept. The use of the developed con-
cept of the proprietary safety model was verified on the real data of 
the selected part of the road network, as presented in section 5. The 
article ends with a summary containing the conclusions of the consid-
erations and indicates recommendations for the stakeholders of the 
entire process of organizing children’s travel to and from school.

2. The state of knowledge in the field of safe travel of 
children to and from school

2.1.	 The choice of transport means for children school travel
The decision on how to arrive to school reflects the highest possible 
level of safety of a child. This thesis is confirmed by research [39], 
which shows that for parents who bring their children to school by 
car, the decisive factors for such a choice were: ensuring the highest 
possible level of safety and the comfort of travel. Indeed, taking a 

child to school by car, thanks to the presence of a parent, provides 
the child with a high level of safety, but on the other hand, this mode 
of transport has many disadvantages. First of all, the use of a passen-
ger car results in the reduction of physical activity for children, and 
thus may have an impact on weight gain [27] and lowering the health 
of children (e.g. increasing the risk of cardiovascular diseases) [4]. 
Apart from that, the use of a passenger car has a negative impact on 
the natural environment, is inconsistent with the idea of sustainable 
development [24] and ineffective from an economic point of view. In 
the literature, there are also studies indicating that car use has negative 
social effects, because children spend less time with their peers [21].

Therefore, it is extremely important to develop and implement so-
lutions that improve the safety of children in transport. Thanks to that, 
it is possible to reduce selected risks associated with other forms of 
transport than using a passenger car to get to school, and thus the use 
of other types of transport that can not only ensure the safety of chil-
dren, but also can have a positive impact on children’s health, and not 
be harmful to the environment [2].

It is worth noting, however, that it is not possible to determine the 
best means of transport in advance, as this issue should be considered 
individually in each case. The choice of a given means of transport 
on a given route is associated with certain risks, which may depend, 
among others, on the length of the route from home to school, avail-
able road infrastructure (e.g. sidewalks and bicycle paths), accessi-
ble pedestrian crossings, traffic volume on streets around the school, 
speed of vehicles around the school, availability of school transport, 
location of bus stops, spatial development in the school surroundings 
and many other factors [37]. Moreover, as indicated by the authors 
[32], an undoubtedly important aspect in the choice of means of trans-
port is the assessment of the accessibility of public transport.

2.2.	 Activities increasing children school travel safety
The organizational and technological solutions can be distinguished 
among the activities increasing the safety of children in transport,. 
The most popular forms of ensuring safety for children traveling to 
school are traffic calming zones on the streets around educational 
units, which can be classified as organizational solutions. In these 
zones, various measures are applied to ensure safety of all road users. 
Different tools are used for this purpose, with reduction of the speed 
limit being the most common one. The conducted research shows that 
noticeable effects in terms of increased safety are achieved by limit-
ing the speed to at least 30 km/h [34]. Other solutions used in traffic 
calming zones around schools include additional horizontal and verti-
cal signage, pedestrian refuge, narrowed lanes, restriction of entry for 
selected types of vehicles, or additional lightning. Zones of this type 
may be introduced during the morning and afternoon rush hours, or 
they may be valid throughout the whole day [2, 18].

An example of a more restrictive measure to ensure the safety of 
children in road traffic is project “Schulstraße” implemented in Vi-
enna, which closes streets in the immediate vicinity of schools to car 
traffic for half an hour during the peak morning traffic. The aim of 
the project is to contribute to the improvement of road safety and to 
be an incentive to change the means of transport to a more environ-
mentally friendly one, e.g. a bicycle or a scooter. The first effects of 
the described project are extremely positive, and its implementation 
is planned by other cities as well (e.g. Wrocław). The “Schulstraße” 
project is one of several activities implemented in Vienna, which are 
in line with the idea of Smart City. They can include, among others 
promoting pedestrian traffic, using facilities for electric vehicles or 
restricted parking zones [26].

Solutions aiming to improve road safety have been also introduced 
in Sweden, where in 1997 the parliament adopted the long-term strat-
egy “Vision Zero”. It assumes the development and shaping of the 
transport system in such a way that in the future no one is killed or 
seriously injured as a result of a road accident. Therefore, all transport 
solutions are designed in such a way as to ensure maximum safety 
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for all road users. As a result, the number of road accident victims 
is decreasing annually, and the country’s road transport system is 
considered as one of the safest in the world (9 people under the age 
of 17 died as a result of road accidents in Sweden in 2019). Despite 
this, further innovations aimed at achieving the goal specified in the 
strategy are being implemented. Apart from Sweden, strategies based 
on “Vision Zero” have also been adopted by among others Denmark, 
Norway and the USA [1].

The subject of systemic guaranteeing the safety of children on the 
way to school was the subject of, inter alia, Safeway2School project, 
funded by the European Commission under the 7th Framework Pro-
gram. As part of the project, innovative solutions in the field of school 
travel planning, warning systems for school bus drivers were devel-
oped, as well as the formulation of educational programs dedicated to 
all stakeholders of the school transport system. The developed solu-
tions were tested in pilot locations in Sweden, Austria, Poland and 
Italy, which made it possible to evaluate their usefulness and effec-
tiveness [44].

The implementation of experimental concepts in operating trans-
port systems is difficult to apply due to the scale and their sensitivity. 
All modifications and improvements entail high costs and therefore 
must be preceded by detailed studies on the developed analytical or 
simulation models. The authors of the work [14] indicate such regu-
larity by presenting the issues of the development of transport systems 
and decision-making problems related to the issues of the impact of 
transport on the environment. Impact and evaluation models for trans-
port solutions need to be developed. Świderski et al. [35] presented a 
transport service evaluation model based on artificial neural networks, 
while Rudyk et al. [28] proposed an analytical model for assessing 
vehicle fleet management in terms of safety, which was used to feed 
the rationality of the simulation model. In case of school transport 
travels, there is a noticeable lack of a tool allowing for its assessment 
in terms of safety and a comprehensive approach to children’s mobil-
ity problem.

2.3.	 Using IoT solutions for monitoring children travels to 
and from schools

Solutions based on the Internet of Things technology take an impor-
tant place in the literature on road safety. In trying to define IoT, it 
can be said that it is a set of physical (real) objects, connected in such 
a way that they can communicate with each other (send and receive 
data) without human interference [36]. IoT has a huge potential to 
be used in many areas of life, including road traffic. As indicated in 
[6], IoT provides communication vehicle-to-vehicle (V2V) as well 
as vehicle-to-infrastructure (V2I). Thus, it is possible to ensure com-
munication between cars, which can help avoid collisions [8]. The 
communication channels provided by the use of IoT technology are 
presented in Fig. 2. The authors of the work [20] emphasize the great 
importance of IoT in the development of logistics systems, includ-
ing external transport, and the potential it has in terms of supervi-
sion over the correct implementation of processes and improvement 
of systems.

As mentioned, the applications of IoT technology in road transport 
are widely described in the literature. IoT technology can also ensure 
communication between the vehicle and traffic lights. In [19], a solu-
tion is described which, thanks to the use of data from motor vehicles 
and information on pedestrian traffic, allows functional optimization 
of road lights. Another possible application of IoT technology is to 
provide vehicle-to-pedestrian (V2P) communication. For example, 
[9] describes a technology that allows a vehicle to be warned about 
an approaching pedestrian and pedestrian (using a dedicated mobile 
application) about a risk from an oncoming vehicle. Taking into ac-
count the above considerations, it can be said that the IoT technology 
in the future will make it possible to limit or even exclude the role 
of humans in driving a car, which can contribute to a significant im-
provement in road safety [40].

In the context of the described subject, it is worth emphasizing that 
the IoT technology is also applicable in terms of improving the safety 
of children traveling to schools. Among the technological solutions 
that improve safety of children, there are various types of applications 
that enable tracking of school buses. As a rule, their operation is based 
on the data collection concerning, inter alia, school bus location. The 
data collected on the server is made available to selected stakehold-
ers, e.g. parents, school representatives or transport organizers. In the 
past, solutions of this type were most often based on GPS technology 
(as described in [7, 29]) and, slightly less frequently, on passive RFID 
technology [30]. Commercial applications of this type include Track-
SchoolBus app. It should be emphasized that the functioning of the 
mobility management support system must be based on a properly de-
veloped architecture, equipped with devices for collecting and trans-
mitting information, but also on data warehouses allowing for data 
collection and analysis, as well as transferring information among 
transport process stakeholders. Such solutions are implemented, for 
example, in cargo transport, an example of which can be the EPLOS 
[13] system and its architecture. Similar solutions can successfully 
operate on a micro scale basis in terms of children mobility manage-
ment. However, currently the literature lacks examples of a systemic 
approach covering such a large range of stakeholders who should be 
involved in the process of children’s travel to school.

The use of IoT technology in the field of monitoring school buses 
opens new possibilities. For example, [25] presents a system that al-
lows the student’s absence monitoring, unscheduled stops, deviation 
from the route or exceeding the speed limit. On the other hand, the 
solution described in [31] allows for the identification of fuel leakage 
or control of the temperature inside the bus. Another idea for using 
IoT technology is for an intelligent bus stop, which was described in 
[17]. In this case, the bus stop is a closed, air-conditioned unit (stops 
of this type can be found, among others, in the Persian Gulf coun-
tries). Thanks to the use of IoT technology, it allows, among others 
optimal management of electricity by predicting the occupancy level 
at the stop, remote control of air conditioning and lighting, and meas-
uring the level of air pollution around the stop. However, there are 
no solutions that are considered in this article concerning additional 
control, e.g. lighting of a stop and emitting warning signals for other 
road users.

Based on the analysis of current knowledge and literature review, 
it should be stated that it is necessary to conduct research aimed at 
developing a concept for the development of transport systems with 
regard to safety issues. In this article, the concept of Intelligent Bus 
Stops described in [17] was extended and it was planned to integrate 
IoT technology in the supervision of children’s travel to school. More-
over, a proposal was made of an analytical model, based on the exist-
ing evaluation models, dedicated to the assessment of the safety of 
children’s travel to school. This model has the potential to be used 
in simulation models. Considering the dynamic development of IoT 
technology, it can be expected in the near future that further transport 
solutions based on this technology will become available, which can 

Fig. 2. Communication channels provided by IoT technology
Source: own study
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bring many benefits to society, also in the context of improv-
ing the safety of children on the way to school. Hence, a dedi-
cated model, which is highly flexible and can be expanded with 
additional elements, will be an important tool in assessing the 
impact of implementing various concepts and solutions in the 
field of safety.

3. Procedure of the study method in the field of 
supporting children’s travel to and from school 
with the use of IoT tools

Figure 3 shows a scheme of a mobility system using intelligent 
solutions (IoT). The basic element of such a system is an intel-
ligent bus stop. It can be equipped with many different elements 
that improve the safety of passengers, including getting on and 
off the bus. Such a bus stop can be equipped with additional 
lighting activated on the basis of reading sensors and beacons or NFC 
transmitters when a child arrives there (and is equipped with a smart-
phone application or an additional transmitter). Also, while getting on 
and off the bus, additional lighting may be activated in the bus stop 
area, informing other road users about the necessity to become more 
alert. Allocating unique numbers to transmitters can be used for moni-
toring the journey of many road users, as well as for collection of data 
allowing for further improvements in the children’s mobility system. 
Additional equipment may include cameras or photocells.

The travel process to and from school is similar for each 
mode of transport. This similarity is mainly expressed in the 
stages of the journey; however it is superficial. In reality, each 
way of getting to school or returning home has different char-
acteristics due to elements such as time, comfort, safety and ad-
ditional travel support equipment. Currently, in most cases this 
process is not supported by smart solutions. In case of children 
and adolescents, smartphones play a main role as they allow 
for communication with the guardians. There are no systemic 
solutions that integrate communication among children, school, 
children mobility management office and guardians. With the 
use of intelligent infrastructure provided by the Internet of 
Things, it is possible to implement solutions that increase the 
travel safety and, at the same time, the flow of information, and 
allow for an increase in the share of independent journeys made 
by children. Figures 4 and 5 show the different processes of 
children’s travels to school.

As it should be noted, the simplest process and, at the same 
time, the one in which the share of additional equipment is the 

lowest, is a journey made by a passenger car. A child under the care 
of a parent/guardian does not need to be equipped with any additional 
systems. Assuming that the child is brought to school and taken home 
by the parent/guardian, it remains under the supervision of the par-
ent all the time, thus the level of safety (from the parent’s point of 
view) is quite high. Transmitters (with GPS tracking function) can 
assist in supervising the child’s safety when traveling to school by 
taxi. Another, uncomplicated process, but with a lower level of safety, 
is commuting to school by bike or on foot (including a scooter). The 

child’s safety depends to a large extent on the existing infrastruc-
ture (e.g. sidewalks, bicycle paths), but also on child’s education 
and awareness levels or additional equipment (e.g. lighting, re-
flective materials). In this case, equipping the child with a trans-
mitter and automatic notifications sent to school and guardians 
is desirable.

The most extensive process and at the same time the one in 
which an extensive system based on the Internet of Things can 
be used is the child’s trip to school by a school bus. Due to long 
distances to schools, poorly developed infrastructure for pedes-
trians and cyclists, as well as the route to school leading through 
dangerous streets and complicated intersections, journeys by 
this means of transport are often organized by municipalities 
in the form of organized school transport. Also, parents often 
choose this mode of transport for their children, which makes 
it much easier for them to organize their daily activities without 
having to drive and pick up children from school, and thus the 
congestion around schools and on access roads remains lower. 
Therefore, school buses are a good choice for traveling to and 
from school. In case of this solution, it is possible to use many 
additional elements, e.g. infrastructural ones, including Intelli-
gent Bus Stops, which can significantly increase the safety of 

Fig. 3.	 Information/data flow in children’s mobility management system with the use of 
IoT

	 Source: own study based on [20]

Fig. 4.	 Process of school journey by bicycle/scooter/on foot/in car (without public trans-
port)

	 Source: own study

Fig. 5.	 Process of school journey by school bus including the characteristics of addi-
tional equipment of individual elements of the system

	 Source: own study
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children traveling to and from school. Additionally, parents/guardians 
and the school representatives can be kept informed of the child’s 
travel status. The use of beacon transmitters enables Bluetooth com-
munication and confirmation of the location of the child, especially 
in case of weak or no GPS signal, as well as in the absence of a GPS 
receiver. An alternative to beacon transmitters can be NFC communi-
cation, but it is less popular than Bluetooth.

Nowadays, the safety of children traveling to school is one of the 
most important topics for students, parents, schools, and transport 
system managers. Due to the increase in the popularity of advanced 
electronic devices, various transmitters or smartphones, the imple-
mentation of solutions improving safety of children is possible with 
relatively low financial outlays. However, it is necessary to assess the 
impact of individual elements and its activities on the safety of the 
children. Therefore, the article proposes a formalized method of as-
sessing children’s travel to school by bus as a function of safety.

The study procedure in the field of supporting children’s travel to 
and from school with the use of IoT tools is presented in Figure 6. 
Within this procedure, 7 stages were distinguished, which constitute 
a comprehensive approach to the implementation of improvements 
in the area of children’s mobility. This method is universal, and it is 
possible to implement it in different means of transport, as well as in 
different areas.

Fig. 6.	 Stages and phases of school travel in children’s mobility sys-
tem

	 Source: own study

The article examines one of the four main means of children 
transport to reach school, i.e. traveling by organized school bus, 
due to the high popularity of this mode and also the greatest 
impact of intelligent systems on this journey’s safety. Access to 
school in the community is considered and it has been assumed 
there is no other method of traveling to school by any other 
form of public transport. Travel by public transport is possible 
in other locations where this kind of transport is organized, i.e. 
larger towns. The authors focused mainly on the areas where 

accessibility of public transport is limited and the process of reaching 
the school is complicated.

3. The formalization of the mobility assessment 
model in the safety function

3.1.	 Model assumptions and system features
The assessment model for decision support of child mobility man-
agement will be presented in a systemic perspective, i.e., monitoring 
children’s travel to school in a door-to-door perspective. The model 
includes an installation of the Smart Bus Stops on the route of school 
buses and equipping children with special transmitters (or telephones 
with a dedicated application).

A children’s mobility system meets the demand for transporting 
primary school children from their place of residence to schools. The 
diagram of such a system, taking into account all stages of the journey, 
broken down into the phase to and from school, has been presented in 
Figure 7. Each phase may consist of different stages.

The phase in individual stages can be carried out by various trans-
port means, while phases 2 and 3 are carried out only by the school 
bus. Phases 1 and 4 are carried out on foot, and phases 1.2 and 3.4 
can be carried out by a passenger car (with a parent/guardian or taxi), 
bike, scooter or on foot. Due to the assumptions mentioned above, the 
authors considered phases related to bus travel, i.e. 1 and 2 as well as 
3 and 4.

Phases 1 and 2 as well as 3 and 4 (the bus journey) are complex 
and have to include both used infrastructure and assistive devices. In 
addition, the length of a journey or the number of bus stops will also 
affect the assessment of a children’s mobility system. There may be 
many travel routes to school in a system.

The described model provides a system assessment for Phase 1 - 
travel to school. The safety assessment criterion ( _B AF ) was chosen 
for the mobility assessment. The total assessment of a safety level 
with the use of the bus will be expressed as follows:

	 _ 1 2B A B Bp B B BF F F F F Fγ θ= + + + +  	 (1)

It was assumed that a safety assessment will be the sum of 5 com-
ponents, which mathematical notation is presented in section 4.2. The 
first three components are directly related to the implementation of 
stage 1, i.e. 1BF  concerns the assessment of reaching the bus stop, 

BpF concerns the waiting time at the bus stop, 2BF  concerns the bus 
journey assessment. The two additional components BF γ  and BF θ  
are determined by the decision-maker and can be added to the overall 
security level. The element BAF γ  

has an interpretation of the index 
correcting a level of safety due to knowledge gained by the students 
during the training and lessons related to road safety. Moreover, the 
element BAF θ  adjusts a level of safety with additional children’s 
equipment, such as reflective vests, telematics devices or personal 

Fig. 7. Stages and phases of travels to and from school in a children’s mobility system
	 Source: own study
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lighting. They mainly affect children travelling by the school bus, but 
can also be used to travel to school by other means.

The safety assessment requires including many system features. To 
determine its level, a set Q containing the weights of individual char-
acteristics was defined. It was written as:

	
(1), (2.1), (2.2), (2.3), (3), (4)
(1), (2), (3), (4.1), (4.2), (4.3),

(1), (2), (3), (4), (1), (2), (3)

l l l l l l

p p p p p p

b b b b st st st

Q q
q q q q q q
q q q q q

q q q q q q q

 
 
 
 

=

 

 	 (2)

The individual elements of the above-described set were divided 
into: 

determining the influence of the characteristics of a connection ––
(ql), 
determining the influence of the characteristics of a bus stop ––
(qp),
determining the influence of journey and transport mean (–– qb 
and qst). 

Weights can be modified and changed depending on the needs and 
preferences of the model user. After calibration through appropriate 
adjustment of the weights, they should not be changed when differ-
ent scenarios or systems are compared and assessed. Weights can be 

interpreted in various ways, depending on the needs of a model user. 
The paper assumes that weights will be treated as points allocated 
depending on the respective system characteristics. These points will 
be assigned from a set of integers. They can have positive or negative 
values.

The weights used to assess children’s travel to the bus stop are pre-
sented in Table 1. They can also be used to build a more complex mod-
el that includes the assessment of journey to school by scooter, foot or 
bicycle. In the case of including in a model the journeys by a passenger 
vehicle, it would be necessary to introduce weights referring to, for 
example, the road category or the safety of the connection.

Another group of points allocated to a system relates to bus stops. It 
is essential due to the significance of the stage of waiting for the bus to 
arrive and getting children on and off the bus and the impact of these 
stages on the overall safety of children travelling to school. The group 
of weights related to these factors is defined in Table 2.

Another group of weights used for an assessment is the one related 
to the bus journey to school. This is the phase of the journey in which 
the infrastructure also plays an important role, however, equipping 
the vehicle with additional security systems can significantly increase 
the level of safety of children as passengers. The defined weights are 
presented in Table 3.

The system’s safety assessment function consists of many elements 
related to all phases of the journey to school. Since stage 2 (returning 

Table 1.	 The group of weights related to the assessment of connections between nodes

Weight Description

ql(1) points (a weight) allocated for the presence of a sidewalk at a given connection

ql(2.1) points allocated for the wide shoulder, it was assumed that there is no sidewalk in this case

ql(2.2) points allocated for the narrow shoulder

ql(2.3)
points allocated for the other solutions or lack od additional improvements

ql(3)
points allocated for the lighting of a given connection

ql(4) points allocated for the speed of vehicles on given connection, according to a principle the higher speed, the lower 
safety

Table 2.	 The group of weights related to the assessment of bus stops

Weight Description

qp(1) points (a weight) allocated for the presence of the bus stop turnout

qp(2) points allocated for the presence of the bus stop shelter

qp(3) points allocated for the presence of the bus stop lighting

qp(4.1) points allocated for the presence of the intelligent lighting activated by the child’s transmitter

qp(4.2) points allocated for the presence of the road signs and the light signals, vertical and horizontal on the road

qp(4.3) points allocated for the presence of other solutions improving safety

Table 3. The group of weights related to the assessment of school buses and bus routes

Weight Description

Points allocated for bus route

qb(1) points (a weight) allocated for the number of stops on the bus stops during given route, the fewer stops, the higher the 
score

qb(2) points allocated for the length of the bus route, the shorter route, the higher score

qb(3) points allocated for the speed on given route

qb(4) points allocated for the road lighting

Points allocated for bus equipment

qst(1) points (a weight) allocated for the equipping of the bus with the seat belts for passengers

qst(2) points allocated for the additional lighting for the bus, which is activated at the bus stop

qst(3) points allocated for the additional telematics equipment of the bus integrated with the system



Eksploatacja i Niezawodnosc – Maintenance and Reliability Vol. 24, No. 4, 2022 701

home) is analogous and the only difference is the waiting at the bus 
stop, its evaluation wasn’t described. The road to school is critical in 
this case. The components of the safety evaluation function are the as-
sessment of reaching the bus stop, the assessment of the bus stop and 
the assessment of the bus route weighted with the share of serv-
iced notifications (the number of children getting on the bus). 
The considerations do not include access to the school from the 
bus stop, as it is assumed that it is a safe section (usually, the bus 
stop is at the school or the school area).

4.2.	 The assessment function of the bus journey
An assessment of the bus journey safety level requires the cal-
culation of individual components of the function _B AF . Its 
first element 1BF can be interpreted as the assessment of all 
phases of reaching the bus stop in a system for all bus routes:

	
( )1 1

( ', ) ( )
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It is the sum of the assessment of the arrival phases safety level 
of the d -th route - fB1(d,w’,w), using the house-bus stop connection 
(w’,w) belonging to the set of the connections L. Considerations tak-
ing into account only bus stops which belongs to the set of bus stops 
visited during given bus route Ψ(d). The assessment of reaching a bus 
stop is based on the characteristics of a connection between the home 
and a bus stop and the number of children using this connection. This 
assessment is made on each bus route (d) and at each bus stop (w) 
belonging to a set of bus stops visited during a given bus route Ψ(d):
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The r(w) parameter in the above function takes the value 1 when 
the node is interpreted as a home, and 2 when the node is interpreted 
as a bus stop. This function consists of three main elements (Figure 
8 shows a graphic interpretation of the assessment of access to the 
bus stop). The first element is the share of the number of children 
using a connection to the w-th bus stop (xa(d,w’,w)), in relation to the 
overall amount children using this bus stop (xap(d,w)). The second ele-
ment is a connection assessment, which depends on connection char-
acteristics and the allocated weights of the individual characteristics 
2.1)+ql(2.2)+ql(2.3), ql(3), ql(4)). The characteristic of a connection 
includes:

c−	 lch(w,w’) – the percentage of the pavement in relation to a con-
nection length,
c−	 lps(w,w’) – the percentage of the wide shoulder in relation to a 
connection length,
c−	 lpw(w,w’) – the percentage of the narrow shoulder in relation to 
a connection length,
c−	 los(w,w’) – the percentage of the illuminated road in relation to 
a connection length,
V−	 sr(w,w’) – the average speed of a connection, it is assumed that 
it cannot be higher than 100 kmph,
α−	 P(w,w’) – the indicator determining whether the level of safety 
is influenced by the length of the foot connection; it takes the 

value 1 when the length of the link l(w,w’) is greater than lPgr 
for foot journey,
V−	 min – speed of the cars on a connection, which does not affect 
safety,

The assessment function of the access to the bus stop is weighted 
by the influence of the length of the route, if it is longer than the 
assumed lPgr (the limit length of an access to a bus stop for safety 
reasons).

The second element of a safety assessment of the journey to school 
using the bus is waiting time at a bus stop. As in the case of assess-
ment of access to a bus stop, this function can also be applied to all 
bus stops in the system and can be formulated as:
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This element depends on the characteristics of a bus stop and the 
weights of its individual features. It is weighted by the number of chil-
dren using a given bus stop (xap(d,w)) to the number of children trans-
ported on the entire bus route xatr(d).. It can be formulated as below
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In the above function, the following parameters characterizing a 
bus stop were adopted:

c–– pz(w) – determining whether there is a bus stop turnout, takes 
the value 1 if there is a bus stop turnout or 0 if there is no bus 
stop turnout;
c–– pw(w) – determining whether there is a bus stop shelter (1 – 
yes, 0 – no),
c–– pos(w) – determining whether there is a bus stop lighting (1 – 
yes, 0 – no),
c–– pt1(w) – determining whether a bus stop is equipped with ad-
ditional lighting activated by a child’s transmitter and a bus (1 
– yes, 0 – no),
c–– pt2(w) – determining whether a bus stop has additional light 
and / or sound marking activated by the child’s transmitter (1 
– yes, 0 – no),
c–– pt3(w) – determining whether a bus stop has other additional 
ICT and IoT devices (1 – yes, 0 – no).

The third element is the trip to school by bus. The safety assess-
ment of this element will be performed for an entire system as a sum 
over all routes in system. It is expressed as below:
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The assessment of this element take into account getting on and off 
a bus and bus journey. The value of this element is weighted by the 
number of children traveling on the d -th route (xatr(d)) in realtion to 

Fig. 8.	 Graphical interpretation of a safety assessment elements of access to a bus stop
	 Source: own study
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all travelers using bus in a system (xas). This function has been writ-
ten as:
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This function includes elements related to a bus route and the 
transport means itself. The bus route assessment includes the 
number of stops (w) visited on the d-th bus route; the length of 
the d-th bus route consisting of connections l(i,i’) belonging to 
the set of connections Φ(d) on the d-th bus route, the average 
speed on the connection Vsr(w,w’) and the share of the length of 
the illuminated road. On the other hand, the assessment related 
to the characteristics of the s-th vehicle (the parameter ya(d,s) - 
determines the assignment of the s-th vehicle to the d -th route) 
includes:

c–– stpasy(s) – the presence of seat belts and necessity to fas-
ten seat belts on a bus,
c–– stos(s) – the additional lighting of a bus
c–– sttel(s) – the level of integration of a bus with telematics 
systems.

5. Verification of the model based on the distribu-
tion of the traffic flow in VISUM

The practical application of the approach to the issues of 
managing the mobility of school children presented in the paper 
is shown on the example of a real transport system. The PTV 
VISUM was used to carry out the analyzes.

Verifying the correctness of the presented child mobility 
management system in school-age with the use of the Smart 
Bus Stops and radio transmitters has been carried out through a 
comparison of the system performance indicators with the cur-
rent system without additional support. Two comparative vari-
ants were used to simulate the effectiveness of the school-age 
mobility management system using smart bus stops and radio 
transmitters.

In the first variant, both systems are compared, considering the 
maximum flow of children traveling to school. A time interval from 
7:00 AM. to 8:00 AM has been assumed in the first variant. During 
this time, the highest traffic levels within the school area are gener-
ated. The second variant was simulated for the lowest traffic situations 
to check how both systems behave in two extreme road situations. In 

a second variant, the assumed simulation period is from 11:00 AM to 
12:00 PM.

Firstly, the transport network of the analyzed research area should 
be defined to verify the child mobility management system. The trans-
port network, including point and line elements, is shown in Fig. 9 
(point elements represent intersections, while the sections have an 
interpretation of connections between individual intersections). The 
analyzed area is the municipal community of Radzyń Podlaski, lo-
cated in the Lubelskie Voivodeship in Poland.

The division of the area into traffic areas generating sources of traf-
fic flows between the place of residence of children and the school is 
shown in Fig. 10 (region 28 marked red - location of the destination 
point – a school).

In order to determine the effectiveness of a child mobility manage-
ment system for public transport (school bus), including Smart Bus 
Stops, the parameter of the distance between the starting bus stop and 
the child’s place of residence was defined - Table 4. This parameter 
determines the total travel time of the child from leaving the home to 
arrival at school.

Fig. 9.	 Transport network in the analyzed child mobility management system.
	 Source: own study based on PTV Visum

Fig. 10.	 Communication areas in the territory of the child mobility management system 
	 Source: own study based on PTV Visum

Table. 4. Distance between home and bus stop

Area
No.

Distance 
to bus stop 

[km]

Area
No.

Distance 
to bus stop 

[km]

Area
No.

Distance 
to bus stop 

[km]

Area
No.

Distance 
to bus stop 

[km]

Area
No.

Distance 
to bus stop 

[km]

1 0,25 7 0,22 13 0,14 19 0,42 25 0,24

2 0,3 8 0,12 14 0,16 20 0,14 26 0,11

3 0,12 9 0,23 15 0,12 21 0,35 27 0,23

4 0,23 10 0,34 16 0,11 22 0,24 28 0,14

5 0,24 11 0,23 17 0,34 23 0,14 29 0,12

6 0,3 12 0,12 18 0,34 24 0,33 30 0.14
Source: own study based on PTV Visum
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Verification of a child mobility management system with the 
use of Smart Bus Stops and public transport was simulated for 
29 intelligent bus stops - Fig. 11.

In order to operate all bus stops, four bus lines have been 
designated covering all Smart Bus Stops. The hourly volume of 
the passenger flow on individual sections of the line is presented 
in Fig. 12.
In the analyzed case study, the community of Radzyń Pod-

laski has 4 school buses and each bus is assigned to one line. 
The efficiency indicators in a child mobility management sys-
tem including Smart Bus Stops are presented in Table 5. 

In order to operate all bus stops in the morning, three bus 
lines covering all Smart Bus Stops have been designated. The 
hourly volume of the passenger flow on individual sections of 
the line is presented in Fig. 13. The efficiency indicators in a 
child mobility management system, including Smart Bus Stops, 
are shown in Table 6.

For the presented simulations of bus journeys, a safety as-
sessment was carried out in a child mobility management sup-
port system. The assessment was carried out based on the de-
veloped mathematical model. The following assumptions have 
been made:

only bus trips were considered, taking into account access to ––
a bus, the modal split with passenger vehicles, pedestrian trips 
or bicycles was not taken into account, it will be topic of further 
research,

the influence of speed was omitted due to the equal speed of ––
50 kmph in each section,

the assessment related to the bus equipment was omitted be-––
cause the same buses were adopted on each line, 

due to the nature of a transport network, it was assumed that ––
there are either sidewalks or wide shoulders along with the con-
nections (in the analysis of access to a bus stop).

For the assumptions mentioned above and weights presented 
in Table 7, three phases of the journey were assessed. The first 
phase is accessing a bus stop, the second phase is waiting at a 
bus stop, and the third phase is the bus journey. The results of 
an assessment are presented in Table 8. The obtained results are 
weighted by the number of students using a bus on their way 
to school to get the absolute value of an assessment suitable 
for comparing the adopted solutions at different times of the 
day. It should be noted that an assessment of the systems is very 
similar, which is also the result of the high quality of a transport 
network and bus stops. An assessment could give completely 
different results in communities or cities with worse road condi-
tions and poorer additional infrastructure.

Fig. 11.	 Location of Smart Bus Stops in the transport network.
	 Source: own study based on PTV Visum

Fig. 12.	 The flow of passengers in the morning hours in the Smart Bus Stops system
	 Source: own study based on PTV Visum

Fig. 13.	 The flow of passengers in the forenoon hours in the Smart Bus Stops system
	 Source: own study based on PTV Visum

Table. 5.	 The effectiveness indicators of a child mobility management system including Smart Bus Stops for the morning hours

Line No. Travel time [h] Length of 
route [km]

Fuel consump-
tion [l] Total travel time [h] Total fuel consumption 

[l]

1 0,21 7 3,01

0,77 9,89
2 0,15 5 2,15

3 0,19 5 2,15

4 0,22 6 2,58
Source: own study based on PTV Visum

Table. 6. The effectiveness indicators of a child mobility management system including Smart Bus Stops for the forenoon hours

Line No. Travel time [h] Length of route 
[km]

Fuel consump-
tion [l] Total travel time [h] Total fuel consump-

tion [l]

5 0,11 4 1,72

0,25 4,36 0,05 3 1,29

7 0,09 3 1,29
Source: own study based on PTV Visum
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As the developed example of pilot studies shows, in the assessed 
system, greater emphasis should be placed on increasing children’s 
safety during access to a bus stop. On the other hand, an assessment 
indicated that the system obtained just over 50% of possible points (in 
the variant with Smart Bus Stops). However, it should be noted that it 
is impossible to get all possible points, and the maximum number of 
points represents the ideal situation. The presented research is at the 
conceptual level, and due to the costs and time of implementation of 
the architecture discussed in the paper, it was necessary to conduct 
simulation studies. The second factor forcing the use of simulation 
tests at this stage is the difficulty in implementation due to administra-
tive barriers. The preliminary results allow stating that the proposed 
considerations are effective and may be the basis for further research, 
both in domestic and international conditions. The developed assess-
ment model can support policymakers in managing child mobility.

6. Summary and conclusions
Children’s safety plays a critical role in the area of children’s mobil-
ity, especially from the parent’s perspective. In times of many threats, 
not only related to road traffic, but also in criminal related situations 
(kidnapping, persecution, etc.), the importance of technology is un-
questionable. However, it should be noted that the use of tracking 
technology may also limit the privacy rights and may also be a subject 
of cybercrime. The use of any supervision in online technology must 
therefore be preceded by detailed research and fully secured against 
unauthorized access. This does not however apply to the use of intelli-
gent infrastructure, such as smart bus stops, which communicate with 
transmitters or children’s smartphones. It should be clearly stated that 
the prevalence of advanced technologies has great potential in terms 
of improving the children safety level.

The research presented in the article was aimed at developing 
the concept of children mobility management system and providing 
a tool for assessing children’s travel to school by school bus. The 

Table. 7.	 The effectiveness indicators of a child mobility management support system, including Smart Bus Stops

Weight Description Points

ql(1) points allocated for the presence of a sidewalk at a given connection 5

ql(2.1) points allocated for the wide shoulder, it was assumed that there is no sidewalk in this case 2

ql(3) points allocated for the lighting of a given connection 3

qp(1) points allocated for the presence of the bus stop turnout 5

qp(2) points allocated for the presence of the bus stop shelter 2

qp(3) points allocated for the presence of the bus stop lighting 3

qp(4.1) points allocated for the presence of the intelligent lighting activated by the child’s transmitter 3

qp(4.2) points allocated for the presence of the road signs and the light signals, vertical and horizontal on the 
road 2

qb(1) points allocated for the number of stops on the bus stops during given route, the fewer stops, the 
higher the score 4

qb(3) points allocated for the speed on given route 4

qb(4) points allocated for the road lighting 2
Source: own study

Table. 8.	 The assessment of the safety of a children’s mobility system using Smart Bus Stops for the morning and forenoon hours

General data

In the morning In the forenoon

Demand 385 49

Number of lines 4 3

Line No. 1 2 3 4 5 6 7

Line length [km] 7 5 5 6 4 3 3

Lighting 0,89 0,76 1 0,98 0,89 0,98 0,96

Number of children 107 81 119 78 15 17 17

Number of bus stops 6 4 7 4 4 7 4

Safety assessment

1BF - access to a bus stop (max. 10) 5,51 5,60

BpF - waiting at the bus stop (max. 15) 8,85* / 12,49** 8,86* / 12,82**

Journeys of each line 2,06 1,66 2,42 1,65 2,18 2,21 2,61

2BF - summary trip assessment (max. 10) 7,78 6,99

BAF - summary assessment (max. 45) 22,15* / 25,78** 21,45* / 25,41**

Percentage share  
(from the maximum possible points) 49%* / 57%** 48%* / 56%**

*without Smart Bus Stops / ** with Smart Bus Stops
Source: own study based on PTV Visum
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verification presented in the article was to present the correctness and 
usefulness of the developed method. Due to the difficulty in obtaining 
detailed and reliable data essential to feed the method, it was neces-
sary to carry out calculations for an isolated fragment of children’s 
mobility system. An approach to children’s mobility management sys-
tem was presented and the use of the developed mathematical model 
applied to children’s travel to school in a selected municipality. The 
use of the developed model for the safety assessment allows for the 
identification of the existing mobility system, but also for the assess-
ment of other options for its modification and system operation under 
various conditions. In addition, the design of the model makes it pos-
sible to compare different systems of various complexity.

Further work in the practical aspect using the presented approach 
will require the acquisition of accurate data, collected over a longer 
period of time, for various municipalities and schools. This will allow 
for a proper assessment of the current state and the possibility of pro-
posing concepts to improve the mobility system and the level of safety 
on a larger scale. In the research aspect, further work will consist in 
extending the model with additional ways of transporting children to 
school, as well as research in urban areas. Moreover, it will be possi-
ble to implement the analytical model in the simulation environment. 
This will allow for quick variations of different scenarios to further 
develop the mobility system. Such model can be made, for example, 
in the Flexsim or Anylogic environment.
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1. Introduction
It is commonly believed, both in practical and scientific terms, that the 
selection of appropriate construction materials helps achieve adequate 
operational reliability of machines. At the same time, a significant 
aspect associated with the analysis, i.e. the effect of varying proper-
ties of the abrasive soils mass being processed on the operating part 
durability depending on the operating part type, appears to be ignored. 
This is why the increasingly modern material solutions for operat-
ing parts proposed nowadays still result in no expected increase in 
durability, corresponding to the economic expenditure incurred and 
lead to failures and thus to machinery downtime, resulting in user 
dissatisfaction [15].

The operating parts that process soil mass are characterised by the 
highest wear intensity of all machinery parts [14]. Tribological wear, 
which results from friction processes leads to physical, mechanical, 
and chemical interactions between the surface layers of tool and ma-
chinery moving parts [22]. The properties of the surface layer of the 
operating part subjected to friction and the way of interaction in the 
tribological pair of material - abrasive environment, have an effect on 
the intensity of this process. The intensity of a soil-processing cutting 
tool wear is determined by the abrasive soil mass properties, the oper-
ating part’s characteristics, and the interaction mechanics occurring in 
the tribological pair [19, 20]. The rate of these changes is determined 
by randomly varying environmental conditions.

Steels have been, and in most cases will remain, the main con-
struction material for operating parts to process a soil mass. On the 
one hand, this is due to the relationship between manufacturing costs 
and the durability of wear-resistant materials, while on the other, to 
the versatility of use, good weldability, ease of machining and their 
constantly improving mechanical properties [13, 17]. Based on the 
available literature, it can be concluded that the topic of operating 
parts’ wear in the soil is still relevant, which is reflected in the large 
number of published scientific papers. In particular, they present the 
possibilities for increasing the durability of these parts by using mate-
rials with increased resistance to abrasive wear with specific chemical 
and mechanical properties. In addition to hard faced materials, alloy 
and micro-alloyed steels with the addition of niobium and boron are 
dominant among them [4, 7]. The available literature includes scien-
tific papers on the modification of the chemical composition of boron 
steel, or on the application of specific thermo-plastic processing con-
ditions to their manufacture in order to obtain the required functional 
properties [12].

Although the issue of intensive wear in an abrasive soil mass con-
cerns many industrial sectors, the results most often presented in 
the literature are those of research in the field of agricultural tech-
nology. Yazici [24] conducted a study on the reduction in wear of 
ploughshares manufactured by hot stamping and hardfacing. Ac-
cording to his study results, hot stamping and hardfacing with C-
Cr-based alloys can be recommended as an effective solution to 
reduce ploughshare wear. A paper by Bayhan [3] presents a study 
into increasing wear resistance by coating ploughshare chisels 
manufactured from low-alloy steels with three different hardfacing 
electrodes designated EH-600, EH-350, and EH-14Mn. The study 
noted statistically significant differences in wear intensity under 
laboratory and field conditions. Having taken costs into account, it 
was concluded that hardfacing with the EH-600 and EH-350 elec-
trodes had a measurable economic effect. Horvat et al. [10] presented  
a comparison of the wear of mouldboards and two ploughshares man-
ufactured from different materials and hardfaced by the SMAW proc-
ess. The change in geometry and the weight loss were smaller for both 
hardfaced ploughshare types as compared to the original ploughshare.  
A study by Bialobrzeska and Kostencki [5] compared the results of 
ploughshare wear tests by the field method with those obtained by 
the laboratory method for selected low-alloy steels with the addition 
of boron. They conducted both field and laboratory tests to determine 
the highest and lowest resistance to abrasive wear. Napiórkowski et 

al. [18] demonstrated that abrasive wear resistance of silicon car-
bide was determined by the particle size distribution in the soil being 
processed. Silicon carbide achieved the highest resistance in a light 
soil. The hardfaced layer exhibited higher abrasion resistance under 
different soil conditions. Silicon carbide on the nitride bond exhibited 
higher abrasion resistance than that of the analysed boron steels in all 
soil types.

A commonly applied method for assessing wear is the determina-
tion of weight loss and the change in linear dimensions of the op-
erating part [5, 10, 24]. Due to the different weights of parts and, 
thus, their different friction surface area, weight wear should be used 
when assessing the wear of parts of an identical design. For working 
elements composed of heterogeneous materials, the use of the mass 
method is not reliable. The progressive digitisation of surface condi-
tion monitoring processes, and the continuous development of tribo-
logical research create a demand for the development of methods for 
verifying changes not only in the surfaces involved in friction proc-
esses but also in the operating part’s geometry.

Vrublevskyi et al. [23] proposes a new approach analysis of chang-
es in the shape of a working component of an agricultural machine. 
For this purpose, chisels of plowshares used under varied soil condi-
tions were analyzed. Numerical models of worn-out working parts 
created using 3D scanning were the basis for developing.

Using wear models, it is possible to forecast the rate of material 
loss from a given element. The classic theory of wear assumes that the 
assessment of the wear process begins with the identification of the 
hardness of the material, the intensity of material removal, the given 
load and the probability of the material removing the wear particle at 
a given contact moment [1, 2]. There are three main trends in model 
development. The first is based on empirical equations, the second is 
a mechanical approach, and the last is based on material. However, no 
generalization has been achieved with regard to consumption at any 
level. Meng [16] discovered during his research that 100 parameters 
were used in total in over 180 models. Important in the work [16] 
is the conclusion that in most works that volumetric changes in the 
working body are the main characteristic of the change in the func-
tional properties of the working body and the main characteristic of 
wear for all models.

The first successful attempts have also been made to use 3D scan-
ning to assess the wear process. Cucinotta et al. [6] applied 3D scan-
ning to identify the wear of the cutting surface of the ploughshares 
mounted on four bodies of a soil-processing plough. They also pre-
sented a method for the development of a digital model of worn sur-
faces. Their study identified differences in volume losses and changes 
in the profile of the cutting edge between ploughshares depending on 
the mounting location. The literature also includes studies that present 
changes in the volume and shape of operating parts used in manufac-
turing automotive parts. Hawruluk et al. [8] conducted a study that 
enabled the determination, using 3D scanning, of the wear of forging 
dies used for manufacturing motor valves. The forging dies were test-
ed in cycles, after a specified number of valves were manufactured. 
The losses in production tool material were determined, and the qual-
ity and changes in the geometry of the forging die surface layer were 
directly monitored. The study [9] also addressed the issue of forging 
tool wear. Following the performance of 3D scanning, an analysis of 
the tool wear course was conducted. Changes in volume in selected 
areas of forgings were determined following the forging of an appro-
priate number of components. Periodic tests enabled the identification 
of wear over time in relation to the reference model. For the scanning, 
an integral scanning system with an accuracy of 0.035 mm was used in 
accordance with ASME B89.4.22. The area testing method proposed 
by the authors does not analyse changes in the wear volume. The iden-
tification of the extent of wear of machinery operating parts using 
3D scanning enables the determination of the tool wear limit value 
beyond which the processing of the material is already affected by 
defects and deteriorates the product quality [25]. An analogous prob-
lem is encountered when processing soil, e.g. in ploughing processes, 
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yet the wear is caused by different factors. The wear of tool operating 
parts results in increased energy consumption, decreased productivity 
and deteriorated process quality. Ranusa et al. [21] used a 3D scanner 
to identify the wear of hip prostheses. The authors compared the wear 
of parts periodically, following the performance of specified work 
using nominal parts. The studies considered the number of samples, 
process duration and the friction distance, while it is difficult to find 
studies into changes in volume in relation to changes in the geometry. 
In the current state of knowledge, it is important to select the appro-
priate material for parts that will undergo the least wear and ensure 
increased durability. The literature review shows that the wear volume 
can be determined, e.g. using the Holm-Archard model – in which the 
wear volume is determined by an indirect method from linear meas-
urements [17]. This method, involving the determination of volume 
based on the measurements of the mass, is of limited accuracy due to 
the use of materials with varying densities.

 When conducting research, much attention is paid to linking 
changes in the geometry of an operating part with the way it gets 
worn. What is particularly important in the identification of geom-
etry changes is the cutting edge shape which most often determines 
whether the part reaches its limit state. The assessment of changes in 
the operating part shape is possible through a three-dimensional ap-
proach to the problem. Obtaining volumetric changes in the geometry 
of an operating part provides the basis for developing a digital spatial 
model. The application of volumetric characteristics will enable the 
identification of the most complex changes in the shape of operating 
parts and provide the basis for the elimination of changes in the part 
weight from the assessment of wear. 

The aim of the study is to develop volumetric characteristics of 
the operating part wear process in an abrasive soil mass. Solving this 
problem will allow changes in the wear area to be studied not on a 
macro- but on a micro-scale, and the factors affecting local wear to 
be identified. 

The study results are provided in the following order: Section 2 
presents the materials and the methodology for volumetric wear 
testing. Section 3 presents the study results, and compares the mass 
method with the volumetric method. The analysis of the obtained 
wear characteristics is presented in Section 4. In the Conclusions, the 
obtained results are discussed, and the direction of further research is 
indicated.

2. Methodology of the study
The development of the volumetric wear characteristics and the pre-
diction of wear required several test stages in a specific sequence (Fig. 
1). First, a 3D scan of the nominal elements was performed. Sub-
sequently, these elements were subjected to tribological tests, which 
were actually operational testings. During the tests, the decisive pa-
rameter was the type of soil and the amount of work performed. After 
this stage of the research was completed, the surface microstructure 
was assessed and the worn parts were 3D scanned. Based on the com-
parison of the 3D surfaces of the worn and nominal elements, the 
total volume of the used material was determined, as well as the el-
ementary volumes of the test objects after discretization of the model. 
In addition, a verification was carried out to identify differences in 
consumption between the volumetric and mass methods.

Based on the obtained data, new volumetric wear characteristics 
and a method of predicting volumetric wear of working elements were 
proposed.

2.1.	 Material
The volumetric characteristics obtained as a result of the use of 3D 

scanning technology proposed in the work can be used to assess the 
wear of elements with a complex shape and elements consisting of 
zones of different density. The samples selected for the tests consti-
tuted the physical model. The chisels, on the other hand, are the actual 
working element of the plow for tilling the soil.

In the first stage, the test material comprised samples made 
from 38GSA steel, padding weld EL HARD70, and sintered tungsten 
carbide G10 applied onto 38GSA steel. The nominal dimensions and 
shape of samples are provided in Fig. 2.

The measurements of test material hardness were conducted by 
the Vickers method under conditions compliant with standard PN-EN 
ISO 6507-1:1999. The measurements were conducted using a Zwick 
32 hardness tester with a load of 9.807 N operating for 15 s. The 
chemical composition (Table 1) was analysed by the spectral method 
using a Leco GDS500A glow discharge emission analyser, with the 
following parameters applied: U = 1250 V, I = 45 mA, argon. For the 
light microscopy testing, a Zeiss Neophot 52 microscope coupled with  
a Visitron Systems digital camera was used. The scanning electron 
microscopy (SEM) testing was conducted using a JEOL JSM-5800 
LV scanning microscope coupled with an Oxford LINK ISIS-300 
X-ray mini-analyser. For the macroscopic assessment of the surfaces 
following friction tests, a KEYENCE VHX-6000 digital microscope 
was used.

The microstructure of the chisels was assessed using the Phanom 
XL scanning electron microscope. The microscope was compressed 
with an X-ray microanalyzer. Using the installed BSD, SEM and EDS 
detectors, it was possible to obtain information about the topography 
and chemical composition of the analyzed surface. Evaluation of the 
microstructure was carried out in the material contrast. Nital 5% was 
used to etch the chisels prior to microscopic observation. The chemi-
cal composition was assessed with the Thermo ARL Quantris spark 
spectrometer using the CCD technique.

The samples (Fig. 3) from low-alloy martensitic steel 38GSA were 
acquired directly from a steel plant. The steel was manufactured using 
hot rolling technology and subjected to normalisation under metal-
lurgical conditions in order to break down the microstructure. The 
average hardness of the steel was 420 HV10. The microstructure com-
prised fine dispersed perlite with ferrite and martensite grains.

Fig. 1. Diagram of tests performed at work
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The Elhard 70 electrode (Fig. 4) was applied onto 
38GSA steel. The padding weld had a ledeburite 
structure with large precipitates of primary chromium 
carbides and a few small-sized boron carbides. The 
padding weld hardness at the 5 mm thickness ranged 
from 674 HV10 (on the surface) to 871 HV10 (at a 3 
mm depth).

The third material (Fig. 5) comprised samples made 
from 38GSA steel with sintered tungsten carbide G10 
plates soldered on it. The structure comprised − α - in-
itial tungsten carbide (WC) with a particle size rang-
ing from 0.001 to 0.002, and α1 – a solid cobalt solu-
tion in the initial tungsten carbide (WC) that did not 
re-crystallise during sintering. The highest hardness 
measured on the carbide surface was 1423 HV10.

The operational testing was conducted on 80 mm 
knock-on chisels (Fig. 6). The system was developed 
to improve the plough’s penetration ability, stabilise 
it, and maintain the pre-set cutting depth. The chis-
els were manufactured from boron steel with a mar-
tensitic structure and post-martensitic orientation, 
with very few carbide phase precipitates inside the 
martensite laths. The average hardness of the surface 

layer was 560 HV. The nominal dimensions are presented in Fig. 1d, 
while their weight was 1000±5 g. Chisels of this type were mounted 
on the ploughshare using a dedicated holder.

2.2.	 Tribological tests
The operational testing of samples were conducted under the actual 
operational conditions in two soil types: heavy loam (designated as a 
heavy soil) and loamy sand (designated as a light soil). The light soil 
is an extremely abrasive soil, because to the high content of sand. The 
samples (Figs. 2a-c) were mounted on a 9-tined cultivator with spring 
tines, aggregated with an agricultural tractor (Fig. 7a). The samples 
were operated when the cultivator was operating at a depth of 0.12 m. 
Along the friction path equal to 5 km, the order of mounting the sam-
ples in the cultivator was changed. The average speed of the unit was 
1.9 m/s, while the friction distance was 10 000 m. The soil moisture 
ranged from 12% for the light soil to 15% for the heavy clay, which 
corresponds to moist soil. The particle size distribution was tested by 
the laser diffraction method using a Mastersizer 2000 laser particle 
composition meter in accordance with standard ISO 13320 (Table 2). 

The operational testing of chisel wear was conducted while plough-
ing at a depth of 0.25 m using a John Deere 6930 agricultural tractor 
with an ES 100 four-bodied reversible plough (Fig. 7b). The average 
tractor speed was 1.9 m/s, 8 chisels were tested. Two chisel sets were 

Fig. 2.	 The appearance of test materials: (a) steel 38GSA; (b) padding weld ELHARD70; (c) specimen 
with sintered carbide G10; (d) knock-on chisel

Fig. 3.	 Microstructure of fine-dispersion perlite with ferrite grains and mar-
tensite precipitates of 38GSA steel in the delivered condition; Magnifi-
cation 500x, etched with 3% HNO3 (Mi1Fe), light microscopy

Fig. 5. Microstructure of the cemented carbide G10

Fig. 4.	 Microstructure of the padded layer. Large, primary precipitates of 
chromium carbides (1) in the matrix of the mixture of alloy ferrite and 
carbides. Magnification 350x, etched with 3% HNO3 (Mi1Fe) and 
then electrolytically with chromic acid, SEM
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used for the operational testing. The first set carried out 
ploughing over an area of 6 ha, while the other over the 
area of 4 ha. The way the chisels were mounted is pre-
sented in Fig. 6b. The chisel designated with number 1 
was mounted on the first body (closest to the tractor). The 
chisel wear tests were only conducted in heavy soil. 

The weight of the test objects was measured using an 
AXIS B2000 balance with an accuracy of 0.1 g. For each 
material under specific conditions, tests were carried out 
with the use of five samples in order to increase the ac-
curacy and determine the measurement error.

2.3.	 3D scanning
Prior to the tribological testing of the analysed samples 
and chisels within an abrasive soil mass, the nominal ge-
ometry of the study subjects was scanned. To this end, an 

Table 1.	 The chemical composition of the tested materials.

Material
[% mass.] Hardness

[N/mm2]
Density 
[g/cm3] Metallurgical structure

C Cr Mn S Al B Mo WC Co

Martensitic 
steel 38GSA 0.35 1.17 1.07 1.17 0.022 - - - - 420 7.80 fine-dispersion perlite with ferrite 

grains and martensite precipitates

Padding EL-
HARD70 5.0 38.0 - - - 3.5 - - - 871 6.2-6.9

large, primary precipitates of 
chromium carbides in the matrix 
of the mixture of alloy ferrite and 
carbides

Tungsten 
carbide G10 - - - - - - - 94 6 1423 14.8

initial tungsten carbide and  a 
solid cobalt solution in the initial 
tungsten carbide that did not re-
crystallise during sintering

Chisels made 
of boron steel 0.3 1.02 1.25 1.02 0.04 0.002 0.01 - - 560 7.65

boron steel with a martensitic 
structure and post-martensitic 
orientation, with very few carbide 
phase precipitates inside the 
martensite laths

Fig. 6. Microstructure of boron steel in chisels

Fig. 7. Method of mounting: (a) a specimen in the holder; (b) a chisel

b)

a)
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Atos Core optical 3D scanner with an accuracy of 0.02 mm, and the 
GOM Inspect® software were used. The scanner had a projector with a 
structural blue light and two cameras. The scanning (Fig. 8) of a single 
part required, depending on its size, between several (for the samples) 
and several dozen (for the chisels) individual scans to be taken, which 
were subsequently combined using the markers placed on the part be-
ing scanned. During the scanning, a point cloud was obtained from 
the surfaces of the analysed objects (triangulation). Subsequently, a 
3D model was generated, from which a triangle network was prepared 
to obtain an STL model. The developed nominal specimen and chisel 
models were compared to corresponding models of worn operating 
parts within an abrasive soil’s mass depending on the specimen type, 
soil conditions and the place where the chisel was mounted on a four-
bodied reversible plough.

2.4.  Volumetric characteristics
In order to obtain integral and differential volumetric characteristics 
of wear, the specimen was divided into elementary volumes. This 

division can be based on evenly distributed planes parallel to 
each other. The location of the plane in relation to the surface 
being worn can be determined by the specimen’s longitudinal 
coordinate (Fig. 9).

The volumes ΔVin (nominal) and ΔViw (after test), contained 
between the adjacent planes I and II, enable the determination 
of the volume ΔVi of the worn material as ΔVi = ΔVin –ΔViw. 
With a Δx = 1 mm distance between the planes, the volumetric 
wear unit was mm3/mm.

Then, the total volume V of the worn material was deter-
mined as:

	 V V V
i

l
in iw= −

=
∑

0
( ),∆ ∆ 	 (1)

where l is the specimen length (Fig. 1).

With the volume of the worn material, it was possible to determine 
the local volumetric wear coefficient Kv, as a relationship between the 
ΔVi/Δx ratio and the nominal cross sectional area Ai n (Fig. 9) in the 
area under consideration:
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The local wear coefficient defines the share of wear in the nominal 
elemental volume, taking into account the displacement path of the 
abrasive particle along the working surface. Equation (2) contains the 
ΔVi/Δx ratio, which determines the volumetric wear rate. It is pro-
posed that the volumetric wear rate should be defined as the ratio of 
the volume of the material used to the one-dimensional simplex, 
which determines the boundaries of the working surface under con-
sideration. For a flat nominal surface, and assuming that the X-axis 
direction determines the movement of soil particles over the prismatic 
surface, the Δx value can be defined as the sliding distance S of a soil 
particle over the surface. Having considered the location of wear, the 
ΔVi/Δx ratio has a definition similar to that used in the well-known 

Holm-Archard’s expression: V
L

K F
H
N= ⋅�  [11]:

	 V
L

K F
H
N= ⋅� 	 (3)

where: V - wear volume [mm3], load FN [N], friction distance L [m], 
wear coefficient K [-], and material hardness H [N/m2].

Obviously, with a wedge-shaped work surface, the particle’s slid-
ing distance will be longer than Δx. In order to take into account of the 
trajectory of particle’s movement over a wedge-shaped surface with 

Fig. 8. The process of 3D scanning of: a) specimen; b) chisel

Table 2	 Characteristics of the particle size distribution in an abrasive soil mass

Granulometric groups Fraction diameter 
[mm] Fraction content [%]

SAND 2.0 – 0.05 33.62 77.06

SILT 0.05 – 0.002 49.92 21.37

CLAY < 0.002 16.56 1.57

Determination according to PTG 2008 heavy soil light soil

b)

a)

Fig. 9. The formation of elementary volumes on test specimen
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an α angle (Fig. 9), equation (2) should be presented in the following 
form:

	 K V
S cos A
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Then, for the elementary nominal volume from equations (3, 4), the 
normal load FN can be presented as follows:

	 F H K S cos
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Equation (5) enables the estimation of the load leading to a reduc-
tion in the worn volume of an operating part due to abrasive wear. The 
relationship takes into account the material properties (hardness), the 
surface geometry (volumetric wear coefficient and the cross sectional 
area of the operating part), and the surface quality (soil movement 
trajectory).

Wear models, e.g. equation 3, are often used to prediction the worn 
material volume. Therefore, the wear volume is the subject of direct 
measurement using 3D scanning technology.

3. Study results
After tribological tests, the surfaces of test materials were analysed in 
order to identify the ways they were worn under different soil condi-
tions. When the materials were being worn in the light soil, the loosely 
bound abrasive particles, characterised by high freedom of movement, 
caused scratching and ridging on the friction surface (Fig. 10). As the 
fine fractions in the soil mass increased, the process of their penetra-
tion into the discontinuities of the surface layer occurred. Hence, there 
are numerous scratches and sand particle residues on the surface of 
the material being worn in the light soil. In the few cases when the 
possibility of movement was limited, micro-cutting took place, which 
resulted in chipping off the layer. It indicates that sand grains inter-
act with the surface in a discrete manner. Only for the material from 

sintered carbide G10, the surface is slightly scratched and the wear 
processes are hardly noticeable.

As the content of loam and dust particles in the soil increases, a 
different course of wear can be noted (Fig. 11). The sand fraction 
comprises solely quartz SiO2. Dust and silt fractions contain mostly 
compounds of amorphous silica and silty minerals. The impact of silt 
and clay alone is negligible, but it intensifies when they are in com-
bination with other fractions. When humid, these fractions act like 
an adhesive for quartz. Fatigue wear is evidenced by local surface 
tearing out resulting from multi-cycle wear, which includes elastic 
deformation, plastic deformations, the formation of micro-volume 
threshold strains characterised by a defective structure and the cutting 
of these micro-volumes. Numerous dents in the surface are filled with 
the abrasive mixture, owing to which SiO2 grains have fewer degrees 
of freedom, therefore the share of sliding friction increases at the ex-
pense of rolling friction. The process in question is the wear caused by 
reinforced abrasive grains. The nature of wear changes, which results 
in its increased value.

When identifying the operating part wear values, the method de-
scribed in subsections 2.3 and 2.4 was employed.

The cross sections were made along the X-axis (Fig. 12). The first 
cross section was located at a distance of 20 mm from the initial part 
of the chisel since no wear of the surface was noted up to a distance of 
20 mm (the area where the chisel was mounted on the ploughshare). 
The second cross section was made at a distance of 69 mm. From the 
distance of 69 mm onwards, the cross sections were made at 5 mm in-
tervals, as it was an area of accelerated wear of the chisel surfaces that 
varied depending on where the chisel was mounted on the four-bodied 
reversible plough. The greatest number of cross sections were made 
for chisels mounted on the fourth body due to the least wear.

In order to verify the accuracy of the 3D scanning method, measure-
ments of both nominal and worn chisels or samples were conducted. 
The mass wear being measured (Table 3 and Table 4) was compared 
with the mass wear calculated based on the measurements of chisels 
or samples volumes obtained from scanning. The measurement results 
and the comparison are presented in Table 3 and Table 4, where: mM 
– chisels or samples weight loss, V – the volume of chisels or samples 

Fig. 10. The appearance of specimen surface after being worn in a light soil: (a) 38GSA steel; (b) ELHARD70; (c) sintered carbide G10

Fig. 11. The appearance of the specimen surface after being worn in a heavy soil: (a) 38GSA steel; (b) ELHARD70; (c) chisel

b) c)a)

b) c)a)
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wear obtained from the 3D scanning process (eq. 1), mV – chisels or 
samples weight loss determined based on the scanning results.

Similarly, the verification of the proposed method was carried out 
by measuring the weights of nominal and worn samples (Table 3) as 
well as chisels (Table 4).

The differences between the measured weight loss and the weight 
determined by the volumetric method as a result of scanning (Δm) 
reach a maximum value of 1 g, which accounts for approx. 0.2% of 
the chisel’s total weight. Such a negligible difference is indicative of 
the good accuracy of the applied 3D scanning method for the purpose 
of chisel volume determination. 

An additional advantage of 3D scanning is the possibility for dis-
tinguishing the operating part’s volume (Fig. 13), which enables de-
tailed examination of local wear and the areas of operating part rein-

Table 3.	 Results of the specimen wear determination by the volumetric and mass methods.

heavy soil light soil

volumetric 
method (V)

mass 
method (M) volumetric method (V) mass 

method (M)

V mV mM V mV mM

mm3 g g mm3 g g
38GSA 3836.91 29.93 29.2 849.3 6.62 6.1

ELHARD70 1404.31 10.72 11.6 616 4.59 5.6
Tungsten carbide 

G10 805.28 6.52 6.7 286.117 2.31 2.6

Table 4.	 Results of the chisel wear determination by the volumetric and mass methods.

volumetric 
method (V)

mass 
method (M)

V mV mM

Chisel No mm3 g g Δm= mM – mV [g]

6 ha

1 91329.34 698.9 698.7 -0.2

2 82779.55 633.4 633.3 -0.1

3 77214.68 590.8 591.1 0.3

4 65766.30 503.2 504.0 0.8

4 ha

1 86736.96 663.7 663.8 0.1
2 76278.64 583.7 584.0 0.3
3 71001.02 543.3 543.4 0.1
4 65158.89 498.6 499.6 1.0

Fig. 12. Cross sections made along the X-axis

Fig. 13. The division of volumes for the specimen with sintered carbide G10: (a) 3D scan; (b) the actual specimen with sintered carbide G10
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forcement (with the least wear). Local reinforcement is a priority in 
increasing the operating parts’ resistance to abrasive wear. Following 
the scanning, the volume of G10 carbide with an almost doubled den-
sity can be distinguished. Not only the material but also the shape of 
the operating part can determine the volume diver-
sity.

4. Result analysis and discussion
On the example of a sample made of 38GSA steel 
and used in heavy soil, the accuracy of Kvi deter-
mination in the area of intensive wear was +/- 0.07 
(Fig. 14), while in the area with lower wear intensity, 
the standard deviation was +/- 0.025. On the basis of 
five samples, the average value of the measurements 
was obtained, presented in Figures 15 and 16. For 
the remaining materials, the consumption was also 
analyzed on the basis of measurements made for five 
samples of a given type and in two soil conditions.  
The average values of wear and standard deviation 
were lower than for the described sample.

In order to determine the influence of the cross 
section distance from the beginning of the sample 
(sample length = 0 mm) on change in the Kvi coef-
ficient, the analysis of variance was used. For each 
of the tested samples, the null hypothesis about the 
lack of differences between the coefficient values and the alternative 
hypothesis about the existence of significant differences in the coef-
ficient changes was adopted.

On the basis of the collected data, it can be observed that between 
the individual cross sections there were significant differences in the 
value of the Kvi coefficient in the area of ​​intense wear (sample length 
over 26 mm).

Characteristics Kvi vary depending on the materials and the tech-
nology of producing the samples shown in Fig. 2. If a specimen is 
of a regular shape, the change in wear volume is linear. A change in 
the shape is defined as a deviation from the linearity of an increase/
decrease in the local wear. This can be explained by the change in the 
direction of the nominal and friction force, and the time of contact be-
tween the abrasive particles and the surface that shapes the elementary 
volume ΔViw. For example, samples from 38GSA steel are character-

ised by a transition from a prismatic wedge surface to a parallelogram 
surface. It is at the transition point that the change in wear intensity 
along the specimen length can be observed. The characteristics of the 
specimen with a padding weld exhibit similar properties (Fig. 15).

A slightly different nature of the wear location is observed for sam-
ples reinforced on the front side of the operating surface with sintered 
carbide G10 (Fig. 16). For this solution, the wear of the specimen’s 
front part is significantly reduced. The intensive wear of 38GSA steel 

on the prismatic surface results in a local increase in 
the linear trajectory S of the abrasive particle S > Δx. 
At Kvi > 0.3, this factor determines the intensity of sur-
face wear.

The description of the wear process results using 
the volumes enables a more detailed study into not 
only selected elementary volumes but also the surfaces 
forming these volumes. For example, the front and 
side surfaces can be selected. In this case, the shape 
changes the most on the side surfaces. Possible main 
reason for this is the way the nominal force FN and the 
friction force Ff operate, and the particles’ movement 
trajectory. On the front surface of the soil-attacking 
specimen, the friction coefficient value drops due to 
the inequality N fF F> , where: Ff is friction forse. For 
example, for ΔV24w, the total ratio is 41.125 mm3. On 
the side surfaces, the wear is 26.125 mm3, which ac-
counts for 63.52% of the ΔV24w value.

The characteristics presented in Fig. 17 can be used 
to determine the friction path L, at which the total 
wear of the elementary part of the sample ΔVi occurs. 
For this purpose, after the predetermined friction path  
(L = 10000 m) at the time of scanning the samples at 
the speed (v = 1.9 m /s) of the sample displacement 
during the tribological test, the wear intensity for the 
volume ΔVi can be determined. The wear intensity 

will be determined as W= ΔVi·v/L. The volumetric wear intensity 
determines the ratio of the elementary volume of the material used 
to the unit of work time performed when cutting the soil. Conse-
quently, at point C (Fig. 15) the wear intensity W will be maximum 
and will amount to 4.5·10-5 mm3/s. In the section ABC wear intensity  
W= 1.55·10-4 mm3/s, which enables the determination of the friction 
distance L up to the complete consumption of the samples. The total 
wear of the first elementary section of the sample (closest to the work-
ing edge) will take place after the friction path L of 364.67 m has been 
traversed. However, the total wear of the specimen wedge surface will 
take place after the friction path of 4360.88 m has been traversed.

Fig. 14. Characteristics of local volumetric wear of 38GSA steel samples (heavy soil)

Fig. 15. Characteristics of local volumetric wear of samples (Figs. 1a-c)
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It was also presented how the proposed Kvi coefficient can be used 
to analyze the dependence of wear in relation to the shape of the sur-
face. If the actual sliding trajectory of soil particles along the surface 
is neglected, assuming a=const=0°, local wear will be characterized 
in Fig. 17 by curves marked with broken lines. The characteristics 
will then be linear. In fact, α = var (in Fig. 17 this corresponds to the 
curves drawn with solid lines). The previously noted breakthrough 

in the characteristics therefore indicates a change/ 
increase in the slip path along the wedge surface 
α<90°. For samples from 38GSA material tested 
in heavy soil, at the length x= 25.5 mm, there is a 
transition to the working surface of the wedge. This 
explains the sudden increase in Kvi.

Table 5 summarises the examples of volumes 
of each chisel, determined between the initial part 
of the chisel and the 84 mm cross section (the last 
section which included all the chisels) and between 
the 84 mm cross section and the final end of a par-
ticular chisel. As for the chisel which performed the 
ploughing over an area of 6 ha, a negligible vol-
ume value was noted virtually above the 84 mm 
cross section. The greatest volumes were noted for 
the chisels mounted on the fourth body, with these 
volumes being more than five times smaller for the 
chisel, which performed work over an area of 6 ha 
than those for a new chisel.

Based on the courses of the curves depicting the 
chisel wear, summarised in Fig. 18, it can be con-
cluded that the wear intensity is strictly determined 

by the mounting holder location and the amount of work performed. 
What can be seen is the different wear course for chisels mounted on 
the first plough body. 

As regards the chisels mounted on the first body which performed 
work over an area of 6 ha, total wear was found at a distance of 89 
mm from the clamping edge. In the analysed area (above the distance 

Table 5.	 Results of the chisel wear determination by the volumetric and mass methods

Chisel No
 

Entire chisel volume
Volume below the 84 mm cross section Volume above the 84 mm cross section

84

0
iwV∑  [mm3]

85

l

iwV∑  [mm3]
V [mm3]

New 132064 66189.6 65874.8

1 – 6 ha 41235 41104.5 130.593

1 – 4 ha 45427.4 42946.3 2481.13

2 – 6 ha 50784.8 47785.5 2999.3

2 – 4 ha 53985.8 46331.8 7653.95

3 – 6 ha 56049.7 50546.5 5503.26

3 – 4 ha 60663.4 52726.2 7937.23

4 – 6 ha 66698.1 55188.2 11509.9

4 – 4 ha 67105.5 54970.7 12134.8

Fig. 16. Local volumes of the worn material

Fig. 17.	 The relationship between the volumetric wear coefficient Kv and the 
abrasive grain sliding trajectory

Fig. 18. Characteristics of local volumetric wear of chisels (Fig. 1).
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X = 70 mm), the chisel wear exceeded 50% of the volume of a nomi-
nal operating part, and from the distance X = 75 mm, even 80% of 
the volume. The chisel also mounted on the first plough body, which 
performed work equivalent to 4 ha, exhibited less wear intensity, 
which is associated with the smaller amount of work performed. A 
characteristic of the chisels mounted on the first body was the steep 
wear increase (section C-B), which is due to the wear of the back part 
of the chisel. The chisel mounted on the second plough body (6 ha) 
exhibited a very similar course of wear. Despite having performed 
50% more work, the wear was slightly lower. Having compared the 
wear of chisels mounted on the first and second plough body, it can 
be concluded that for the latter, their wear is approx. 20% less. There 
was significantly less wear for the chisels mounted on the third and 
fourth plough body. At a distance of 70 mm from the clamping edge, 
the chisel mounted on the third body was worn by over 30% after per-
forming the work over 6 ha, and by approx. 25% after performing the 
work over 4 ha. The difference in wear between chisels performing 
different amounts of work contributes to an increase in wear by only 
a maximum of 5%. However, despite the different nature of the wear 
of individual chisels, an analysis of the wear on each chisel helps to 
distinguish the same characteristic areas of wear. For the purposes of 
analysis, wear intensity can be regarded as the slope of a curve. For 
each chisel, a section with the highest wear intensity value is clearly 
visible. This is a section located near the cutting edge, section A–B 
(marked in the figure for chisel 4). The intensity value is similar for 
almost every chisel. In the B-C section for chisel 4, a range can be 
distinguished in which the intensity of wear was the lowest. This was 
particularly true for chisels 3 and 4. On the other hand, within the C–D 
area, a moderate wear area with a higher intensity was distinguished. 
The D–E area was also characterised by a high value of wear intensity. 
However, in this area, the value was due to the characteristic shape 
of chisels in this area (excess material in new parts on the operating 
surface of the chisel). There is also a transition zone for the part’s 
surfaces that are less susceptible to wear, and these are the sections 
running north to east. As the duration of wear processes increases, the 
transition zone decreases, which is evident in chisels 1 and 2.

5. Conclusions
The paper presents the use of modern, non-contact methods of as-

sessing the wear of working elements processing soil abrasive mass. 
To test the wear, an original method was used that uses the discretiza-
tion of the tested space based on the 3D scanning technology and the 
examination of the surface condition with a microscope.

The three-dimensional surface defect models developed in the 
article, obtained on the basis of 3D scanning with an accuracy of 

0.02 mm, made it possible to describe the changes in the volumet-
ric wear characteristics of the soil processing elements. New wear 
characteristics have been proposed that will enable the transition from 
generalized to local change values. The obtained data on volumetric 
consumption was presented in the form of the local volumetric con-
sumption coefficient, which is the ratio of the volume of the used 
element to the nominal volume. The coefficient of local volumetric 
wear shows the influence of the nominal shape and the slip trajectory 
of the abrasive particle along the elementary surface on the intensity 
of wear. The proposed coefficient allows to extend the so far analyzes 
of the wear of working elements and to supplement the Holm-Archard 
model commonly used in such issues.

Using the volumetric wear data, it is possible to determine after 
which time / friction path the total wear of the workpiece occurs. This 
will facilitate the prediction of the actual working element life and the 
production of more wear-resistant soil cutting elements.

The credibility of the obtained dependencies is confirmed by the 
agreement as to the value of mass wear, as well as the results of the 
application of the proposed method to various friction conditions and 
materials of working elements of agricultural machines.

On the basis of the scanning results obtained, it can be conclud-
ed that the profile of the working element in the case of the tested 
samples changed significantly. Wear in the abrasive mass with the 
presented characteristics causes that the cutting edges undergo an in-
tensive change in the thickness of the blade. It is possible to identify 
zones of moderate and heavy wear.

The developed method of identifying the wear process may be use-
ful for tests related to the assessment of the wear of working elements 
and the assessment of wear resistance (in terms of geometry, material, 
conditions of use, etc.), as well as in the search for solutions to reduce 
wear, focusing on the most critical parts of the working element.

Depending on the type of material and type of soil, it was found 
different nature of wear. When the materials were being worn in the 
light soil, the loosely bound abrasive particles, characterised by high 
freedom of movement, caused scratching and ridging on the friction 
surface. As the content of loam and dust particles in the soil increases, 
a different course of wear can be noted. For the material from sintered 
carbide G10, the surface is slightly scratched and the wear processes 
are hardly noticeable.

The direction of further research is aimed at finding the relation-
ships between the shape of the surface being worn and the local fric-
tion coefficient. Together with the proposed characteristics of local 
volumetric wear, it will enable further development of modeling of 
the wear process of soil cutting elements.
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1. Introduction
Metal heat treatment processes are a very important element of the 
manufacturing processes of products in industries such as the energy, 
automotive, aviation and mining industries etc. The process of hard-
ening, carburising and/or nitriding is often the last process in the pro-
duction cycle and allows the reproducible properties of the processed 
details, such as the surface hardness, core hardness or thickness of 
the diffusion layer to be achieved. The key to obtaining the assumed 
properties of the processed details is to maintain identical conditions 
for the implementation of heat treatment processes in the process 
chamber of the furnace, such as operating pressure, heating time, tem-
perature, amount of technical gas etc. Even a slight change of param-
eters inside the vacuum furnace, during the heat treatment process, 
may result in irreversible damage to the charge and/or to the furnace. 
Both in the energy and mining industries, due to large dimensions 
and high production costs, the value of the charge to the furnace may 
exceed the value of hundreds of thousands of euros. The relevance of 
the problem may be proved by the scope of application of the details 
processed, for example in control systems, gears, heat exchangers in 

aeroplanes and cars, drive shafts for wind turbines, gears with large 
modules, elements of drill bits and cutters in mining machines, drive 
transmission systems, dies, surgical instruments etc.

Low-pressure carbonisation processes are usually carried out 
within temperatures ranging from 950°C to 1020°C at a pressure of 
approximately 5x100 mbar. In the tests conducted, the measured pres-
sure values are given in millibars, where 1mbar = 100 Pa due to the 
use of this unit of measurement in economic practice in the field of 
vacuum technology. In low-pressure carburising processes, it is nec-
essary to maintain the stability of the process, which guarantees ob-
taining a precise and repeatable thickness of the carburised surface 
layer within the specified tolerance range. Possible leaks may result 
in a change in the parameters of the heat treatment process as well as 
damage to the charge, as a result of failing to meet the technological 
requirements expected.

Predictive maintenance is an important component of the Industry 
4.0 Concept, especially when using production resources where fail-
ures do not occur suddenly and the risk of their occurrence increases 
over time. An example of such a progressive failure may be a leak 
in a vacuum furnace. Due to changes in the temperature of the con-
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struction of the furnace chamber and the wear of some elements, such 
as the seal in the furnace cover during operation, the furnace may 
become unsealed. Since modern vacuum furnaces are equipped with 
highly efficient. cascade pumping systems consisting of a mechanical 
pump and a Roots’ pump, pressure build-up in the vacuum furnace 
due to leaks is often virtually unnoticeable. However, as a result of 
leaks, the composition of the atmosphere inside the furnace chamber 
changes, on account of a higher oxygen content, which may lead to 
damage to the charge or failure to achieve the assumed parameters in 
the carburising process and, as a result, not achieving all technological 
requirements. 

The implementation of predictive maintenance methods into indus-
trial practice is one of the key assumptions of the Industry 4.0 Concept 
[13][15]. The progressive automation and digitisation of production 
processes requires the implementation of systems that will enable 
states of emergency to be diagnosed in advance. This approach makes 
it possible to: 

reduce losses associated with damaged parts as a result of fail-•	
ures, 
reduce unplanned downtime,•	
reduce the maintenance costs incurred, regarding specialised, •	
technical personnel, such as automation engineers and mechan-
ics. 

Systems for monitoring the parameters of complex technical sys-
tems are particularly important where these are situated in remote re-
gions of the world and where access to qualified engineering staff is 
limited. Currently, data on monitoring the operational parameters of 
devices is stored in databases of ERP or MES systems. The Industry 
4.0 Concept assumes real-time monitoring and recording of machine 
operating parameters and stores them in the form of big data sets in 
the Cloud. Multi-criteria data analysis with the use of artificial intel-
ligence methods will enable the construction of efficient algorithms 
that will allow failure conditions to be predicted and thus, effectively 
prevented due to the inspection and repair of production resources. 
Research related to the development of the structure of a predictive 
maintenance system, based on the monitoring of real-time data within 
the reference model of industry architecture (RAMI 4.0) and DSR 
(Design Science Research) to reduce costs and operations, were led 
by Sahba et al. [24]. Predictive maintenance models, based on mathe-
matical programming and deep learning allow the technical condition 
of individual elements of the production system to be predicted [12]. 
Machine learning methods based on machine performance analysis 
and monitoring of production environment variables are used in many 
of the studies carried out, in order to predict the emergency conditions 
of production systems [6][5][17][27][29]. A very important aspect of 
the implementation of predictive maintenance into industrial practice, 
is the analysis of big data sets, based on computationally efficient 
algorithms [31]. Another approach involves the construction of math-
ematical models to calculate maintenance rates for any schedule of 
time up to failure [20]. An important issue regarding maintenance 
management, based on prediction methods, is an approach based on 
multi-criteria decision making, integrated with the traditional method 
of analysing failure mode, effects, and criticality (FMECA) [1].

Low-pressure carburising is a long-lasting and energy-consuming 
heat treatment process, especially considering its requirement to ob-
tain thick carburising layers, i.e., over 2.00 mm. One of the important 
parameters that influence the stability and repeatability of the process 
is the low oxygen content in the vacuum furnace chamber. The most 
common cause of the deterioration of this parameter is a leak in the 
furnace, which results in air entering the furnace chamber. The is-
sue of leakage, in devices operating in high vacuum conditions is an 
important area of research and the subject of scientific publications 
[4] [9]. There are many methods for testing the leakage of vacuum 
devices, such as the pressure increase or decrease test, the leak test 
with gas-sensitive vacuum gauges, the test by immersion in various 
formulations or spraying with foam, the Krypton 85 test, the high fre-

quency vacuum test, test with chemical reactions and dye penetra-
tion [21]. An important method for testing the tightness of techni-
cal objects is the tracer gas method. The most popular tracing gases 
are helium, ammonia, hydrogen, nitrogen and semi-precious gases. 
A commonly used method of leak detection is the helium method, 
so-called [13] [28]. Helium is very well suited to the leak detection 
of vacuum devices because it is a non-toxic, non-flammable gas and 
does not form explosive mixtures with other gases. It is also neutral 
to the environment and does not enter into chemical reactions with 
other substances. The use of helium is not limited by the range of 
temperatures or pressures as it is a very temperature stable gas, which 
facilitates the testing of objects in environments with extremely high 
or low temperatures. Helium is the gas- right after hydrogen- with the 
smallest unit particle which enables penetration of micro-fractures in 
materials, therefore helium tests are very accurate. The relatively low 
price of helium compared to other noble gases should also be noted. 
The method itself is relatively simple and consists in connecting a 
so-called helium detector to the object being studied, while the opera-
tor dispenses a small portion of helium to any possible leak. The test 
object must reach a high, negative pressure.  The method requires a 
detector with high accuracy, viz., the detection of leaks at the level of 
5x10-12 mbar l/s. When using a helium detector, it is also possible to 
approximate the location of the leak. Another method for detecting 
leaks in vacuum furnaces is the so-called infiltration method, which 
consists in heating the furnace to a certain temperature at a specific 
negative pressure - usually as low a pressure as possible and then, as 
it slowly cools, calculate the value of the infiltration, i.e., the decrease 
in the value of the vacuum level, within a specific timeframe. The 
infiltration testing process allows leaks to be detected, however, it is 
long-lasting (several hours to several dozen hours) and does not allow 
the leak to be located. In general, the leak test should be preceded by 
the identification of possible leaks using the helium method. 

Based on an analysis of the results of the literature on the subject, 
the infiltration method was selected for detecting leaks in vacuum fur-
naces with experimental tests being carried out to analyse leakages in 
pit furnaces for specific settings of the ENV 116 standard slot.

The use of various tools such as the Markov Process, Bays Net-
works, artificial neural networks or simulation methods, based on the 
Monte Carlo method for predictive maintenance purposes, has been 
the subject of publications by many authors [7][25]. Predictive main-
tenance methods use the Markov Process, Bays Networks, artificial 
neural networks and simulation methods based, for example, on the 
Monte Carlo method.

Many publications cover the use of machine learning methods for 
predictive maintenance, based on an analysis of machine perform-
ance and the variables of the production environment [5][17][27]. 
Part of the research concerns the acquisition and storage of data in 
the Cloud and the construction of a system platform for predictive 
maintenance [26]. Artificial neural networks are used, among other 
things, in order to analyse and classify data, both current and forecast, 
with the help of in-depth learning techniques and will enable images 
to be both recognised and reproduced. In the maintenance department, 
models are expected for detecting and forecasting future failures, in 
real time. [3] Based on an analysis of the literature, the most popular 
data-driven decision methods include the Support Vector Machine 
(SVM), Principal Component Analysis (PCA), Linear Discriminant 
Analysis (LDA), Random Forest, K-Nearest Neighbours and the Hid-
den Markov Model [22]. Currently, many methods, techniques and 
procedures, using intelligent production systems for maintenance 
workers, are based on deep learning techniques [17][32], however, 
there are still good examples of the use of artificial neural networks in 
maintenance, in the monitoring of tool wear, in the diagnosis of vibra-
tion in machining systems, in the thermal analysis of machines, in the 
analysis of other malfunctions affecting production, as well as in the 
diagnostics of finished products [9].
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In the literature on the subject analysed, no model was found that 
could be used to predict the detection of leaks in devices used in the 
low-pressure heat treatment of metals. Therefore, research work was 
undertaken to design an effective leak detection model in vacuum 
furnaces, based on data obtained from the study of a working pit fur-
nace.

The article presents the stages of a research experiment concerning 
the analysis of leaks with the use of a standard slot for various pres-
sure and temperature parameters. Based on an analysis of the results 
of the experimental studies, a model for detecting leaks predictively, 
using artificial neural networks, was designed. 

2. Research methods 

2.1.	 Experimental work- testing furnace tightness- based on 
an analysis of the infiltration 

The infiltration test is an effective, but relatively time-consuming 
method for obtaining knowledge about leakage in vacuum furnaces. 
The procedure for testing the tightness of the pit furnace, using the 
infiltration method, is shown in Figure 1. 

Fig. 1.	 The procedure for testing a leaking pit furnace, using the infiltration 
method

The longest stage in the infiltration test procedure here presented, 
is the cooling down of the furnace to a temperature of 50°C. Depend-
ing on the design of the furnace, that is, regarding the thickness of the 
insulation and the size of the heating chamber etc., the furnace cool-
ing down process may take from several hours to several dozen hours. 
The control calculations for the infiltration test are performed, based 
on formula (1) shown below:
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where
N - (leak rate) [mbar* l/s]
V 	 – volume of the furnace heating chamber [l]
Pb 	– initial pressure [mbar],
Pe 	– final pressure [mbar],
Tb 	– initial temperature [°C],
Te 	– final temperature [°C],
t 	 – time [min]. 

The criterion for the tightness of the device, vis-à-vis the infiltra-
tion test, was set at 5,0 10-3 [mbar·l/s]. 

Table 1 shows examples of the results of the pit furnace infiltration 
test wherein a leak was detected. 

The results presented in Table 1 differ many times from the cri-
terion adopted, therefore the device tested shows increased leakage. 
After a review of the structure of the device and replacement of the 
valves, the infiltration test was carried out again. The test was per-
formed with a slightly higher final temperature. The results are pre-
sented in Table 2. 

As can be seen from the data presented in Table 2, the minimum in-
dicator, adopted and established for the infiltration test, was exceeded 
over 100 times, thus indicating a leaking device. After re-analysis of 
tightness with the use of a helium detector and the sealing of the struc-
tural elements having been replaced, the infiltration test was carried 
out again; this gave satisfactory results. Table 3 presents the results of 
an infiltration test for a furnace which meets the criteria for leakages. 

According to the analysis of the infiltration tests carried out, the 
method is not only effective, but is also long-lasting and may require 
several repetitions in the case of unsatisfactory results. In production 
conditions, it is also quite expensive, because it requires shutting down 
the heat treatment device for several hours. These devices are heavily 
loaded with orders in most enterprises and constitute bottlenecks in 
the manufacturing process. It is very important that, before starting 
an infiltration test, a helium test is carried out, in order to eliminate 
possible leakage in the device. Due to the specific features of the infil-
tration test, i.e., its long duration, furnace shutdown and high energy 
costs, this method cannot be used for a maintenance predictive sys-
tem. Therefore, research work was undertaken to design a pit furnace 
leakage prediction model, using artificial neural networks. 

2.2.	 Data collection and analysis
The Lambda probe is a sensor commonly used in the automotive 
industry to analyse the oxygen content in exhaust gas. The voltage 
generated by the sensor is lower than the higher oxygen content in 
exhaust gas, while the small amount of oxygen ions in the exhaust 
gas generates high voltage. To test for leakages in a pit furnace, the 
standard EVN116 slot (gas dosing valve) was used, which enables 

Table 1. Examples of the results of the first infiltration test for a leaky vacuum furnace. 

V t Pb Pe Tb Te N

[l] [s] [mbar] [mbar] [°C] [°C] 10-3 [mbar·l/s]

1308 3600 1.40 4.06 42 42 967.83

1308 7200 1.40 6.87 42 41 995.00

1308 10800 1.40 9.79 42 41 1018.07

1308 14400 1.40 12.79 42 40 1037.80

1308 18000 1.40 25.12 42 39 1082.99

1308 21600 1.40 49.51 42 36 1102,87

1308 25200 1.40 74.52 42 34 1121.14
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the leak rate to be determined manually. Figure 2 shows the test site 
(Figure 2). 

As can be seen from the characteristics presented, setting the slot 
to 100 results in a horizontal leak at a level of 0.5·10-3 mbar·l/s, but 
when the slot is set to 200, the leak is at a level of 0.8·10-3 mbar * l/s. 
The test programme included an analysis of the characteristics of 
changes in the Lambda probe indications, depending on the size of 
the reference gap for different temperatures in the heating of the pit 
furnace. The following activities were planned for the purpose of con-
ducting research experiments:

setting a specific leakage for the reference slot, without opening •	
the slot,

setting the maximum heating temperature T•	 max,
creating a vacuum in the furnace at the P•	 min level,
heating the furnace to temperature T•	 max with the pump run- 

	 ning,
keeping T•	 max for 15 min with the pump running,
closing the pump shut-off valve and turning the pump off,•	
opening reference slot t•	 1,
closing reference slot t•	 2,
turning the furnace off. •	

The tests were carried out at different heating temperatures: 
500°C (loading the charge), 800°C (near temperature for harden-
ing) and 1000°C (vacuum carburisation temperature). Figure 3 
shows the temperature diagrams and the pressure and Lambda 

probe readings during heating to a temperature of 500°C, with 
the vacuum pump working, in order to determine the refer-
ence characteristics of the Lambda probe for a tight furnace. 
The furnace was started at 7:20 a.m. at a temperature of 28°C; 

the target temperature of 500°C was reached after 60 minutes. The 
heating ramp was approximately 8°C/min. The vacuum in the furnace 
chamber was 7·10-3 mbar. As can be seen from the diagram of the 
Lambda probe readings, taken during pumping out the furnace, the 
amount of oxygen ions in the furnace atmosphere decreased, which 
resulted in an increase in the voltage to approximately 880 mV. 

Experiments at the test site (Figure 2) were then carried out. They 
simulated furnace leaks, with the standard slots set to 100, 150, 200 
and 250, respectively, according to the characteristics of the EVN 116 

Table 2.	 Examples of the results of the second infiltration test for a leaky vacuum furnace

V t Pb Pe Tb Te N

[l] [s] [mbar] [mbar] [oC] [oC] 10-3 [mbar·l/s]

1308 3600 1.46 2.85 76 75 504.47

1308 7200 1.46 4.35 75 74 525.88

1308 10800 1.46 5.90 74 72 538.53

1308 14400 1.46 7.42 72 71 542.02

1308 18000 1.46 8.91 71 70 542.51

1308 21600 1.46 10.36 70 69 539.76

1308 25200 1.46 11.80 69 68 537.59

1308 28800 1.46 13.17 68 67 532.93

1308 57600 1.46 23.01 67 58 495.93

1308 86400 1.46 31.70 58 52 462.59

Table 3.	 The results of the infiltration test for a furnace with a tight vacuum

V t Pb Pe Tb Te N

[l] [s] [mbar] [mbar] [oC] [oC] 10-3 [mbar·l/s]

1308 3600 0.238696 0.244000 43 43 2.00

1308 7200 0.238696 0.249304 43 42 1.98

1308 10800 0.238696 0.255091 43 42 2.04

1308 14400 0.238696 0.259913 43 42 1.98

1308 18000 0.238696 0.265700 43 41 2.02

1308 21600 0.238696 0.271004 43 41 2.01

1308 25200 0.238696 0.276308 43 41 2.01

1308 28800 0.238696 0.282095 43 40 2.03

1308 57600 0.238696 0.287399 43 40 2.03

1308 86400 0.238696 0.292704 43 40 2.02

Fig. 2. Test stand for testing vacuum furnace leakage
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standard slot in which the numerical codes of the manual setting of the 
standard slot correspond to the specified leak (the so-called “digital 
display”, Figure 4), in the leakage range from approximately 10-3 do 
10-2 mbar·l/s. 

Figure 4. Characteristics of EVN 116 standard slot [33]

Changes in the furnace pressure for the individual settings of the 
reference slot and simulated voltage, as well as for the Lambda sensor 
readings are shown in Figure 5. As can be seen from the diagram pre-
sented, differences in the Lambda sensor readings for different sizes 
of the device leak are already visible 30 minutes after the opening of 
the standard slot. Table 4 shows the values of pressure and indications 
of the Lambda probe, which were recorded at equal intervals every 30 
minutes, after opening the reference slot. Based on the data presented 
in Table 4, it is possible to diagnose any leakage in the device after 30 
minutes and determine its size. 

Analysis of the data obtained as a result of the 
conducted experimental tests (Table 4) shows 
that for increasingly larger leaks in the ENV 116 
slot, the Lambda probe generates a correspond-
ingly lower voltage. 

The data received in the form of 1600 
measurements concerning parameter values: 
y - Lambda probe voltage, x1 - temperature in 
the Furnace chamber, x2 - working pressure in 
the furnace chamber (values in bar), x3 - hous-
ing temperature, x4 – water flow in the cooling 
system, x5 - insulation temperature 1, x6 - in-
sulation temperature 2, x7 – water flow in the 
cooling system of current passages, x8 - insula-
tion temperature 3, x9 - water temperature at the 
inlet of the cooling system, x10 - gas pressure 
of the pneumatic system, X11 - temperature of 
the current bushing, X12 - heater current 1, x13 
- heater current 2, X14 - heater current 3, x15 - 
partial pressure in the furnace chamber (values 
in millibars) constituted the basis for building a 
leak detection prediction model in vacuum fur-
naces using artificial neural networks.

3. Test results
The basic element of artificial neural net-

works are neurons, each of which is an autono-
mous processing unit. Each neuron carries out 
its own simple calculations and the structure, 
consisting of a large number of neurons, facili-
tates the multiplication potential of these calcu-
lations. The task of the neurons is to operate on 
the input data and present the results computed 
by the function activation. The neuron also de-
scribes a bias, which is an element that models 

the threshold above which the neuron sends an impulse, that is, an 
adjustment of the activation threshold value. The artificial neural net-
work thus designed has parameters (weights) that must be assigned 
initial values. The role of the activation function is to determine the 
degree of excitation of the neuron, on the basis of the values reach-
ing it. Based on the function used, the output value of the neurons is 
calculated. 

The model was built using an artificial neural network due to its 
utility in both reactive and preventive maintenance as well as predic-
tive maintenance. The model was designed on the basis of real data 
obtained from the operation of a vacuum furnace. An artificial neural 
network was chosen because using it facilitates, among other things, 
data classification and identification, the forecasting of wear in ma-
chine elements [9], the forecasting of the abrasive wear of cutting 
tool blades and the monitoring of machines and devices in action. The 
ANN type of unidirectional MLP multilayer neural network was se-
lected (Multi-layered Perceptron) [23]. The network consists of neu-

Table 4.	 Lambda probe indications [mV] for various ENV 116 slot leaks 

  digital display

time 100 150 200 250

00:00 835 826 818 813

00:30 840 831 822 809

01:00 844 835 824 806

01:30 849 839 826 802

02:00 852 842 828 799

02:30 855 842 828 795

b)

a)

c)

Fig. 3.	 Changes in a) temperature in the furnace chamber, b) pressure, c) voltage of the Lambda probe for 
a tight furnace
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rons arranged in layers. Each of the neurons computes the weighted 
sum of its inputs; the excitation level thus determined becomes an 
argument for the transition function (activation function) that com-
putes the output value of the neuron. For a unidirectional multilayer 
network, determining the appropriate number of hidden layers and the 
number of neurons in individual layers is not a simple issue. [2]. 

In order to build the model, an artificial neural network with a lo-
gistic activation function, a sigmoid unipolar function (formula 2) was 
used, due to the form of data on the Lambda probe indication for a 
tight furnace (Figure 3c). 

	 ( ) x
1x

1 e−
=

+
	 (2)

where: x  – is the input value of the activation function, e  - Euler’s 
number. The activation function is especially useful in artificial neu-
ral networks with back propagation. The function maps the interval 
( ),∞ ∞−  to ( )0,1  [19].

The weighting factors were determined in the process of training 
neurons through supervised learning. To generate a neural network 
Statistica, ver. 13.3 was used. The neural network model used in the 
study is shown in Figure 6.

where:

w1…w15 - weights 
Y -Lambda probe measurement value

Table 5 compares the MLP network, with the 
activation logistics function, in terms of the net-
work quality achieved, for training, testing and 
validation, respectively and the error function. 
The best model was the MLP network with the 
structure 15‒10‒1, where 15-10-1 refers to the 
number of inputs (15), the number of neurons in 
the hidden layer (10) and the number of output 
networks (1).

The leak detection prediction model in vac-
uum furnaces was then verified with the use of 
ANN MLP 15-10-1 for the data presented in 
Appendix no. 1. Tests were carried out while the 
vacuum furnace was working and the actual re-
sults were compared with the forecast obtained 
(Table 6).

In Figure 7 a prediction model for the detec-
tion of leaks, in devices for the heat treatment of 
metals, has been presented. 

4. Discussion
The aim of the study was to formulate a pre-

diction model for detecting leaks in vacuum fur-
naces using artificial neural networks. The re-
search required experiments to be conducted on 
a vacuum furnace in actual operation, followed 
by work related to the acquisition and analysis 
of data and the use of an appropriate ANN struc-
ture. The research was conducted in the R&D 
Department of SECO/WARWICK S.A. using a 

pit vacuum furnace. Table 7 presents the main characteristics indicat-
ing the originality of the research results obtained and the contribution 
made to the research on leakage in vacuum furnaces. In particular, 
the approaches to the detection of furnace leakages were described, 
taking into account: (1) the methods used, (2) effectiveness, (3) veri-
fication in business practice. According to the present authors’ knowl-
edge, there is no approach, in existing studies, integrating the results 
of experimental work on the detection of leaks in a pit furnace using 
the ENV 116 reference slot with the use of artificial neural networks. 

Technical devices that work in high vacuum conditions and are 
subjected to large temperature changes, become unsealed after a cer-
tain period of time. This can be due to various reasons, such as seal 
wear, damaged valves, leaks due to expansion and contraction of the 
metal parts of the furnace etc. Leaks can occur suddenly, as a result of 
a fault, or gradually, as a result of the normal operation of equipment. 
It is possible to prevent gradual leakage of the heat treatment device 
by continuously monitoring selected parameters. As currently used, 
pumping systems for obtaining a high vacuum in furnace chambers 
are very efficient, therefore the occurrence of even a large leak may 
not be registered by the pressure sensors. Due to the economics of heat 
treatment processes and for the avoidance of damage to the charge, 
it is important that the prediction of potential leakage occurs before 

actual treatment is required, such as carburising or quenching, 
so that the charge is not degraded.  This can be achieved by us-
ing artificial intelligence methods. The study demonstrated the 
usefulness of an artificial neural network and its effectiveness in 
supporting the prognosis of furnace leakage (93% for MLP 15-
10-1). The model designed for the detection of leaks in vacuum 
furnaces (Figure 6) can be integrated in systems supporting the 
operation of the maintenance department.  Such adaptation can 
even be done online, if all the features / input values taken into 
account can be changed and controlled online. 

Fig. 5. Changes in the readings of the pressure sensor and the Lambda sensor for different levels 

Fig. 6. MLP network structure for leak detection prediction in vacuum furnaces.

b)

a)
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5. Summary and conclusions
The low-pressure heat treatment of metals is most often carried 

out in the last phase of a production cycle. Inadequate heat treatment 
parameters, such as too much oxygen in the furnace chamber or too 
high a pressure, caused by leaks in the furnace, may lead to produc-
tion shortages or the production of products with lower strength and 
reliability. Leakage in heat treatment equipment cannot be completely 
eliminated as it is process-specific, vis-à-vis the thermal expansion of 
metals, damage to the seal resulting from the operation of the furnace 
etc. 

The article proposes a model for predictively detecting leaks 
in vacuum furnaces with the use of artificial neural networks.  
As a result of the experimental tests conducted, consisting in 
simulating the leakage, the Lambda sensor readings were deter-
mined for various settings of the standard slot size. The predic-
tion model formulated for the detection of leaks in vacuum fur-
naces, as used in the heat treatment of metals using an artificial 
neural network (93% for MLP 15-10-1) will allow leakage in 
the heat treatment equipment of metals- already in the heating 
phase- to be detected before the start of the carbonisation or 
hardening processes, thus protecting the load against damage. 

As part of further research and development work on the pre-
dictive maintenance of metal heat treatment devices, work will 
be carried out on detecting the conditions preceding burnout of 
the furnace heating elements, resulting from an increase in the 
level of carbon deposits on the heating elements and current 
passages and from low-pressure carburising processes. 
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Table 5.	 Artificial neural networks for leak detection in a vacuum furnace

Network name Quality 
(learning)

Quality (test-
ing)

Quality (vali-
dation)

Error 
(learning)

Error (test-
ing)

Error (vali-
dation)

Learning 
algorithm

Error 
function

MLP 15-7-1 0.980799 0.751166 0.828486 177.310 158.8133 86.2470 BFGS 40 SOS

MLP 15-10-1 0.983770 0.751710 0.933961 184.058 245.6714 174.4568 BFGS 42 SOS

MLP 15-12-1 0.563121 0.462774 0.514705 3191.967 399.8066 433.7868 BFGS 4 SOS

MLP 15-14-1 0.966649 0.571415 0.575219 308.369 256.8963 249.1537 BFGS 48 SOS

MLP 15-13-1 0.973078 0.568790 0.681975 249.102 304.1500 156.2498 BFGS 41 SOS

Table 6.	 Comparison of actual values with the values forecast for leakages in a vacuum furnace

Time  Lambda probe voltage - actual value 
[mV]

Lambda probe voltage – forecast 
value [mV] Error

15:45:00 727,2063 793,5139 -66,3076

16:00:00 743,9453 795,6114 -51,6661

16:15:00 755,042 793,7966 -38,7546

16:30:00 763,1294 792,5906 -29,4612

16:45:00 769,8062 793,7554 -23,9492

17:00:00 775,2605 792,3767 -17,1162

17:15:00 779,8684 794,0572 -14,1888

17:30:00 783,9121 794,9163 -11,0042

Fig. 7. Prediction model for detecting leaks in vacuum furnaces
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1. Introduction  
The use and maintenance of complex and operating in difficult condi-
tions technical systems always carries the risk of both forms of wear 
and failures [5, 6, 21], which the operator did not expect. Such fail-
ures, occurring at unforeseen moments, cause the greatest difficul-
ties, often long downtimes increasing financial losses and may pose a 
threat to people and the environment [11]. 

The causes of this type of failures may result from errors made at 
the design stage of the system, e.g. incorrect selection of materials 
or imperfections of the calculation models used. It is also often im-
possible to precisely determine the operating conditions, the range of 
variability of all factors, their impact force and interaction on the ob-
ject being designed [7]. The reason for the occurrence of unforeseen 
failures may also be undetected defects in materials and errors in the 
production process of the objects which constitute the technical sys-
tem [12]. A failure may be caused by inaccuracies and technological 
errors made during the final assembly of the system in its target place 
of operation, where the conditions for the performance of works are 

far from ideal. The multitude of causes and possibilities leading to the 
appearance of unexpected failures of objects during their operation 
means that despite various attempts and treatments, it is not possible 
to eliminate them and in practice, the possibility of their occurrence 
should always be taken into account (see [8, 13, 22]). 

One of the frequently appearing and analysed problems is corro-
sion and cracking of pipelines transporting a medium with high tem-
perature and an adverse effect on the pipeline material [3, 16]. The 
areas of welded joints and sections of pipeline change of direction are 
particularly vulnerable to damage in these facilities. Welded joints are 
critical areas in the structure. Damage in this area has been reported 
many times [1, 2, 14, 15] and is a problem related to stress in and 
strength of the construction material. Differences in the hardness of 
the pipeline components can cause damage initiation in the connec-
tion area [18]. 

The study presents the problem and analysis of the failures of a 
pipeline, the unusual damage of which occurred unexpectedly during 
its initial operation.
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The aim of the work is to identify the failures of the pipeline, 
analyse their potential causes and attempt to develop a description 
of reliability of the tested object. The obtained characteristics may 
be helpful in the assessment of technological solutions applied in the 
considered operating conditions. 

2. Characteristic of the examined object 
The object of the study is the high-pressure ammonia water pipeline 
of the coke oven battery complex. The pipeline is placed on sliding 
supports with certain movement restrictions and fixed supports. The 
supporting elements are brackets connected with the trestle bridge 
common to two other process pipelines. The entire route of the pipe-
line runs with a slope of 3 ‰ to 8 ‰ between successive supports. The 
pipeline is operated in the natural ambient conditions of the coke oven 
battery. The pipeline components are protected against weather condi-
tions with a varnish coat. The ambient temperature of the pipeline is 
defined as being between -25°C in winter and + 30°C in summer. The 
structure of the pipeline ensures compensation of changes in its length 
due to temperature changes. Length change compensators were made 
by local U-shaped profiling of the pipeline (Fig. 1), which allows for 
compensation of the length by elastic deformations of the pipeline 
material within such a section. Solutions of this kind are commonly 
applied and usually do not cause operational problems. However, in 
the analysed case, pipeline leaks were observed in the area of ​​the men-
tioned compensators. The first to be analysed are the factors related to 
the environment and the operating parameters of the pipeline. 

Fig. 1. View of a part of the ammonia water pipeline 

Operation of the pipeline is carried out under the conditions de-
fined by:

corrosivity of the environment described by category C4 accord-•	
ing to PN-EN ISO 12944, 
maximum operating pressure – 5,5 MPa, •	
opearting temperature – approximately 80°C. •	

After about two years of operation of the pipeline, liquid drops was 
observed in the area of thermal elongation compensators. The analysis 
of the condensate and the place of its appearance revealed the pipeline 
cracks and the leakage of the transported medium. The damages were 
found around characteristic points of the pipeline compensators. The 
formation of new cracks in the area of already existing damage was 
also observed. Due to the need for uninterrupted use of the pipeline, 
attempts were made to repair the pipeline in damaged places on an ad 
hoc basis by covering the leaky parts with additional tight external 
bands. The process of the failures occurrence was subjected to ap-
propriate tests. 

3. Localisation of the pipeline damage 
The failures of the high-pressure ammonia water pipeline of the coke 
oven battery complex consisted of leaks (medium leaks) caused by 
cracks in the pipeline thermal elongation compensators, appearing 
on welded joints and in their immediate vicinity. The analysis of the 
time of occurrence of the pipeline failures showed that most of them 
took place during 5 months of the pipeline’s operation, after about two 
years of its use. All the failures occurred in the area of the joints of the 
bends constituting parts of the pipeline compensators. Fig. 2 shows a 
scheme of the pipeline route and additionally marked the characteris-
tic places where the damage was located. 

Fig. 2.	 Scheme of the pipeline with marked compensators (K1-6) and changes 
to its route (E1-4) [10]

The location of the damage may indicate the relationship of their 
formation with the local nature of the operation of a compensator pro-
file. However, as schown in the scheme, the damage was not found 
in all of the affected areas. Therefore, the pipeline components were 
further tested. 

4. Tests and their results 
First, information was collected on the operating time of the pipeline 
during which the considered failures occurred. Subsequent tests were 
aimed at verifying the primary indications of causes and showing 
other possible causes of failures.

Further tests of the pipeline included an external visual inspection, 
during which the damaged elements were checked and the scope of 
the damage was determined. Then, penetrant tests, macroscopic tests, 
microscopic tests as well as chemical analysis and hardness measure-
ments of the construction material of the elements were carried out. 
The welds, bends and pipe sections from the part of the high-pressure 
ammonia water pipeline supplied for testing were examined. Mac-
roscopic examination and observation also concerned the remaining 
pipeline compensators. 

4.1.	 External examination, penetration tests and macro-
scopic tests 

Figures 3 and 4 show selected pipeline welds tested, marked with sym-
bols A1, B1 and C1. There were sealing bands on the welds placed on 
the pipeline during its operation after the occurrence of leakage. The 
joint A1 was sealed with a double flange with an external band. 

The sections of the pipeline with the welded joints were cut longi-
tudinally and a part of the pipeline was cut out of the external band. 
Then, the parts of the pipeline in the weld zone were cleaned of paint 
and impurities for testing. Fig. 5 shows the parts of the A1 weld from 
the root side. The arrow marks the visible crack in the pipeline wall. 
Penetrant testing was performed to reveal any other cracks not visible 
to the naked eye. 

Figures 6 and 7 show the pipeline cracks visible from the inside, 
detected by penetrant tests. Dye penetrant has leaked to the outside of 
the pipe in some places. 

Fig. 8.	shows a part of the pipeline with C1 joint after it has been 
cut open. Fig. 9 shows the pipeline cracks visible from the inside, 
detected by penetrant tests

The welded joints in the area of which cracks were revealed were 
cut transversely and examined after etching. The existing cracks in the 
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material of the pipeline in various places around the welded joints A1 
and C1 are shown in Fig. 10. These cracks are located in the material 
outside the joint.

All the cracks in the pipeline near the joints were located in its 
bends and propagated from the inside of the pipeline. Where the crack 
reached the outer surface of the pipe, the medium penetrated the gap 
and the pipeline began to leak. Defects of joints visible in the cross-
sections, such as shifts of the joined edges, may be of significant 
importance for the operation of the joint and the occurrence of the 
observed defects.

Fig. 3. A1 joint of the high-pressure ammonia water pipeline Fig. 4. B1 and C1 joints of the high-pressure ammonia water pipeline

Fig. 5.	 View of the A1 welded joint from the root side (from the inside of the 
pipe)

Fig. 7.	 View of the A1 welded joint from the face side after penetration of the 
dye penetrant from the inside of the pipe

Fig. 8. View of C1 welded joint from the root side; visible sealing band

Fig. 6. View of the A1 welded joint from the root side after penetrant testing

Fig. 9. View of the C1 welded joint from the inside of the pipeline after penetration testing
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4.2.	 Metallographic examination 
The examination of the material structure of the pipeline elements was 
carried out on metallographic specimens obtained from parts of pipes 
and bends. The aim of the study was to identify the material from 
which the individual elements of the pipeline had been manufactured. 
The identification of the structure was necessary to further verify the 
causes of the failures. The structure of the pipe material is shown in 
Fig. 11 and 12 at magnifications of 100x and 500x. The observed 
structure was ferritic-pearlitic. The particles of perlite were lamellar. 
There were no irregularities in the examined structures in the form of 
inclusions or discontinuities. 

Fig. 13 to 16 show selected damage cases observed in the bend 
material near the A1 and C1 welded joints.

4.3.	 Chemical analysis of the material 
The chemical analysis of the material of the pipeline elements was 
carried out applying the spectral method. It was necessary to infer 
about the causes of the damage. The chemical composition has a sig-
nificant impact on the physical and chemical properties of the mate-
rial, which in the discussed case were highly relevant to the damage 
process. The test results are presented in Tab. 1. The table shows the 
chemical composition of the material from which the pipeline was 
made (requirements grade 1 boiler pipes) according to the Factory 

Fig. 11. Structure of the pipe material. 100x magnification, nital etching 

Fig. 13. Crack in the bend material in the vicinity of the A1 welded joint. Ap-
prox. 2,5x magnification, nital etching 

Fig. 15.	 Crack in the bend material in the vicinity of the C1 welded joint. Ap-
prox. 50x magnification, nital etching 

Fig. 10. Cross-sections of A1 (left) and C1 (right) welded joints

Fig. 12. Structure of the pipe material. 500x magnification, nital etching 

Fig. 14.	 Crack in the bend material in the vicinity of the A1 welded joint. 100x 
magnification, nital etching 
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Acceptance Certificate (3.1.B). The table also shows the chemical 
composition of steel grade P235GH, material number 1.0345 accord-
ing to PN-EN 10216-2 (old marking St36K according to PN/H-84024 
from 1975).

All sections of the tested pipes are made of steel of chemical com-
position corresponding to the chemical composition of steel grade 
P235GH. 

The material of the bends has a chemical composition correspond-
ing to the chemical composition of steel grade P245GH and material 
number 1.0352 according to DIN 102222-2 and PN-EN 10222-2 and 
P250GH material number 1.0460 according to DIN 17243 and PN-
EN 10222-2. 

As a result of the analysis, the chemical composition of the tested 
material in the vicinity of A1, B1 and C1 joints was determined. The 
results presented in the table are in accordance with the adopted stand-
ards and recommendations for materials used in the construction of 
ammonia water pipelines. 

5. Structural analysis of the pipeline compensators
Pipeline route changes its direction twice, in both cases by an angle of 
90°, thus it creates three straightforward segments. In each of them, 
there are compensators located marked by the letter ‘’K’’ (Fig. 2) and 
three different colours, depending on which of the segments they are 
situated. Similarly marked, but with letter ‘’E’’, are local route chang-
es. Positions E1 and E4 refer to slight pipeline bypasses necessary 
because of a pre-existing infrastructure in the given area. Remaining 
positions E2 and E3 are the result of the pipeline main route direction 

change by an angle 90°. Indicated locations along the pipeline were 
investigated through structural mechanics calculations. 

To assess a level of nominal stress within the pipeline and rule out 
basic design errors, the pipeline model was prepared in the ANSYS 
simulation environment based on the finite element method. Using el-
ements PIPE289 and ELBOW290, dedicated for piping calculations, 
its route was recreated. FEM analysis was performed under assump-
tions of a static and linear system. The pipeline geometry change due 
to deformation did not have significant effect on the obtained results. 
The assumed boundary conditions were as follows: outermost nodes, 
at the start and end of pipeline, were fixed. At locations of the pipe 
intermediate physical supports (80 in total), nodes were constrained 
in directions perpendicular to the pipeline axis. Supports were locat-
ed according to the technical documentation of the pipeline. Work-
ing loads were applied in the form of internal pipe pressure equal to 
5.5 MPa and internal temperature of +80°C, both compliant with the 
documentation. 

The major factor contributing to the stress within the pipe are ther-
mal strains. Their magnitude depends of an environmental (reference) 
temperature and temperature gradient across pipe wall thickness. Fi-

nal external pipe temperature can reach different values as it depends 
on the pipe surface emissivity and, also, environmental temperature. 
Therefore in the performed analysis a possible range of the pipe outer 
surface temperature was considered (Fig. 18 and 19) which allowed 
to obtain a potential range of stress occurring in the pipeline. Calcu-
lations were conducted for two different environment temperatures: 
+20°C and −20°C. Due to higher difference between the tempera-
tures in the regard to a transported medium, higher mean stress was 
observed for the second variant. 

The example of the stress distribution in K2 compensator for en-
vironmental temperature and pipe outer surface temperature equal to  
−20°C is shown in Fig. 17. This stress results from the normal stress 
coming from bending and tension/compression. The figure shows its 
maximum value in a given location along pipeline axis. In each of the 
compensators, the stress distribution is very similar as in Fig. 17. The 
highest values can be observed in bends located by the main pipe-
line. Calculated specific values are, however, varied and dependent on 
which of the three pipeline segments given compensator is located. 

Based on Fig. 18 and 19, which present the maximum values of 
stress in locations K and E as a function of temperature of the pipe 
outer surface, it can be observed that compensators K4-6 are loaded 
almost in the same way and stress level there is significantly lower 
compared to the rest of compensators. Next, according to the ascend-
ing load order, are compensators K3, K1 and K2. Higher value of stress 
in these pipeline parts can be explained through the lower number of 
compensators in the regard to the length of the given pipeline seg-
ment. In all these locations and for all temperature variants, maximum 
stress did not exceed yield stress for steel P235GH ( 235 MPaRe ≈ ) 

Fig. 16. Crack in the bend material in the vicinity of the C1 welded joint. Ap-
prox. 500x magnification, nital etching

Table 1. Chemical compositions of the steel 

C Mn Si P S Cr Ni Cu Mo Nb V Al N2 B

Content in %

3.1.B 0.14 0.48 0.22 0.012 0.008 0.05 0.09 0.15 0.014 0.002 0.002 0.025 0.0084 0.0001

A1 0.23 0.50 0.27 0.015 0.010 0.02 0.03 0.06 0.01 0.002 0.001 0.001

B1 0.16 0.95 0.26 0.015 0.005 0.03 0.01 0.02 0.00 0.004 0.003 0.033

C1 0.21 0.45 0.25 0.015 0.020 0.05 0.03 0.13 0.01 0.002 0.006 0.001

P235GH max.
0.16

max.
1.20

max.
0.35

max.
0.015

max.
0.020

max.
0.30

max.
0.30

max.
0.30

max.
0.08

max.
0.010

max.
0.02

max.
0.020  max.

0.0001

P245GH 0.08
0.20

0.5
1.3

max.
0.40

max.
0.025

max.
0.015

max.
0.30       

P250GH 0.18
0.23

0.30
0.90

max.
0.40

max.
0.025

max.
0.015

max.
0.30

max.
0.30

max.
0.010

max.
0.02

0.015
0.050
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from which pipes were manufactured. They remained at a safe level 
(max. 140 MPa). For locations marked as E, stress values were com-
parable with those in the compensators. 

The stress distribution in the vicinity of a single bend of the com-
pensator K2 (Fig. 2) is showed in Fig. 20. The stress is plotted as a 
function of the pipe length measured along its route. Maximum stress 
occurs within the bend, but a bit further from it, in both directions, 
where the actual welded joints are located, the stress is significant 
lower. More sharp decline appears in case of the part located on the 
main pipeline route, which is caused by a close proximity of the pipe 
support. Therefore, actual value of the stress in the place where weld-
ed joints are located should be even lower that it was initially esti-
mated in Fig. 18 and 19. 

Possible mechanism behind the failures of the investigated pipe-
line can be material fatigue. According to the information delivered 
by the operator, once per day the temperature inside pipes is de-
creasing to, approximately, an environmental temperature. It can be 
interpreted as a single cycle of a thermal load of the pipeline. The 
number of 365 cycles per year resulting from this, excludes possibil-
ity of material fatigue occurrence with an exception of a situation 
when stress in the pipes would exceed the yield stress and it could 
lead to a low cycle fatigue. 

Fig. 17. Equivalent stress [MPa] distribution in the K2 compensator for the 
environmental temperature and pipe outer surface temperature both 
equal to −20°C. Intermediate supports locations are showed. Visible 
deformation is scaled. Dashed rectangle shows pipeline part from 
Fig. 20

Fig. 18. Maximal equivalent stress [MPa] in pipeline compensators, as a function of pipe outer surface temperature for environmental temperature  
  a)−20°C −20°C, b) 20°C

Fig. 19. Maximal equivalent stress [MPa] in local pipeline route changes, as a function of pipe outer surface temperature for environmental 
temperature  a)−20°C, b) 20°C

a) for Tenv=−20°C

a) for Tenv=−20°C

b) for Tenv=20°C

b) for Tenv=20°C
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The value of fatigue strength for a steel of comparable mechanical 
properties like the one used in the investigated pipeline, according to 
literature [19], is ca. 170 MPa for the case of bending. This suggests 
that, under the assumption of lack of stress concentrators within pipes, 
fatigue damage in pipes should not occur, especially within very low 
number of cycles. 

Locations of observed leakages in the actual pipeline do not over-
lap with possible locations that can be selected on the basis of the 
performed structural analysis. In the K1 and K2 compensators, which 
are the most stressed, no leakage was found. On the contrary, dam-
age was present in the moderately loaded K3-6 compensators. Better 
agreement can be found in case of E2-4 locations where higher stress 
levels coincide with the actual leakages. However, the nominal stress 
levels should not cause any damage. This might suggest that in the 
investigated case there are other, not revealed yet, factors that lead to 
a large intensification of fatigue processes and lead finally to pipeline 
damage despite the lack of alarming nominal stress levels. 

Fig. 20.	 Maximal stress [MPa] distribution along pipeline in the part depicted 
in Fig. 17 for selected cases of temperatures. Dash-dotted lines show 
actual location of welded joints connecting bend with the straight 
pipes.

6. Reliability aspects of pipeline operation 
The analysis of the damage to the pipeline shows that they appeared in 
characteristic places and independently of each other. In the analysis, 
the leakage of the pipeline occurring as a result of the propagation of 
the crack through the whole thickness of the pipe wall was assumed as 
a failure. All the noted damage was located in the immediate vicinity 
of the welded joints connecting the bends with straight sections of the 
pipeline (Fig. 10). Significantly, none of the damage occurred else-
where in the pipeline. Therefore, it was assumed that in the reliability 
analysis, the pipeline will be considered as an object consisting of 56 
identical elements, operating in the same conditions and which may 
fail independently of each other. Each pipeline part in the immediate 
vicinity of the welded joint connecting the bend with the straight sec-
tion is treated as a single element. The assumed number of elements 
of the object results from the fact that the entire pipeline has 28 bends, 
and each of them is connected to straight sections with two welds, 
each of which constitutes a potential damage area. 

With the data on the time of failures occurrence and the time of 
commencement of operation of the pipeline, the operating times to 
failure were determined for those of the 56 identified elements that 
were damaged (Tab. 3). Until the end of the observation, the remain-
ing elements were not damaged and the whole data set was treated as 
including truncated data. 

Based on Tab. 3, the course of the empirical reliability index, which 
is the failure stream parameter (ω*(Δt)), was determined and presen-
ted in Fig. 21.
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where:
n’(Δt)	 – number of elements which failed for the first or sub- 

	  sequent time in a given time range Δt, 
n0		  – number of elements tested, 
Δt		  – length of the adopted time range. 

Fig. 21. Failure stream parameter values 

The observation of its course shows that after the 925th day of 
operation, the value of the parameter becomes ​​greater than zero and 
begins to increase. Generally, such a fact is interpreted as the time the 
technical object enters the aging period. In this case, the beginning of 
the increasing course over time can be interpreted as the beginning 
of the period in which the cracks initiated by corrosion and propagat-
ing from the inside of the pipeline, in some elements, already reach 
a length equal to the wall thickness and cause the failures observed 
as a pipeline leak. It can be assumed that in the further operation, the 
number of such failures will increase since the subsequent considered 
elements will most likely be damaged in the same way, and the ob-
served values of failure stream parameter will continue to increase. 

Treating the set of 56 distinguished elements as observed till their 
first failures, the working times till failure of 11 of them were re-
corded and the rest were considered as truncated data. On this basis, 

Table 3.	 Times till failure of the elements of the pipeline

Element No. Time till failure [days]

1 945

2 984

3 986

4 1005

5 1014

6 1048

7 1057

8 1064

9 1075

10 1075

11 1075

12-56 >1076 (truncated data)
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the Kaplan Meier analysis was performed. The determined graph of 
the survival function is shown in Fig. 22. 

Fig. 22. Survival function for truncated data in the Kaplan-Meier analysis 

The graph indicates the probability of surviving without a failure 
for a certain number of days for each individual element. This value 
drops very quickly after reaching the operating time of 940 [days]. It 
can be concluded that each of the remaining available (undamaged) 
components is less and less likely to survive the next days without a 
failure. As the probability decreases quickly, it is possible to predict 
the appearance of many successive failures in the observed set of ele-
ments over a short time.

The third stage of the reliability analysis is to determine the prob-
ability distribution of operating time till failure for the observed el-
ements. On the basis of the collected data on time till failures and 
truncated data (Tab. 3), the Weibull distribution was fitted using the 
Statistica computer program as a mathematical model of the operating 
time till failure. The parameters determined by the maximum likeli-
hood method are as follows: α = 24.96; β = 1139.6 [days]. The prob-
ability density function is presented as [17, 20]:
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where:
α – shape parameter,
β – scale parameter.

The initial part of the cumulative distribution function F(t) (for 
complete data) with the determined 95% confidence interval is pre-
sented in Fig. 23.

Next, for the obtained distribution, the course of the forecasted fail-
ure probability density function f(t), cumulative distribution function 
F(t) and failure rate λ(t) were plotted over a period longer than the 
time adopted for the complete data (Fig. 24, 25). 

The graphs show an accumulation of the failure probability density 
between 1000 and 1200 operation days and a rapid increase in cumu-
lative distribution function values during this time. The determined 
course of the failure rate shows its characteristic feature which is the 
intense increase over time. From this fact it can be directly concluded 
that the probability of failure of each element increases significantly 
with each subsequent period that it survives without a failure. 

The determined changes in the values of the failure stream pa-
rameter, the survival function as well as the cumulative distribution 
function, the failure rate and the expected value of operation time till 
failure amounting to 1115 [days] allow one to suggest that in order 
to avoid subsequent failures of the pipeline, appropriate preventive 

measures should be taken with regard to all available (undamaged) 
elements, as the probability of failure indicated by the indexes is high 
and increases rapidly over time. It should be borne in mind that the 
assumption adopted in the reliability analysis about the crack initia-
tion and propagation in the welded joints areas does not actually have 

Fig. 23.	 Cumulative distribution function course for a single pipeline element 
with 95% confidence interval

Fig. 24.	 Failure probability density function a) and cumulative distribution 
function of the operation time till failure b)

b)

a)
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to take place in each of them. However, due to: the method of making 
welded joints (without stress relief annealing), aggressive affecting of 
ammonia water on the pipeline material, high operating temperature 
and variable stresses, the appearance of a microcrack and its propa-
gation from the inside to the outside of the wall is very likely and 
confirmed by observations in a number of objects of this type oper-
ated in very similar conditions [4, 9]. Hence, the suggested preventive 
measures in areas where leaks have not yet occurred seem to be the 
most justified, especially if the costs of carrying them out are lower 
than the later losses resulting from the failures. 

Another possible action is to verify whether a propagating fracture 
has already appeared in a given area, for which non-destructive ultra-
sonic testing can be applied. Such tests may be repeated periodically. 

7. Conclusions 
As a result of the tests of the delivered parts of the high-pressure am-
monia water pipeline of the coke oven battery complex, the following 
conclusions were formulated. 

The pipe sections of the tested part of the pipeline were made of 
low-carbon steel of a chemical composition corresponding to the 

chemical composition of the steel grade P235GH. The bends in the 
tested section of the pipeline were manufactured from a material of a 
different chemical composition than the pipe sections. The B1 bend 
material has a chemical composition corresponding to the chemical 
composition of steel grade P245GH. The material of bends A1 and C1 
has a chemical composition corresponding to the chemical composi-
tion of steel grade P250GH. 

The circumferential welded joints were made by arc welding. The 
external appearance of the welds raises the following reservations: 
variations in the shape of the weld face are observed, the occurrence 
of asymmetry of the joint was found (it is bound with unequal folding 
of the sections of the pipeline welded together), metal spattering ap-
pears on the outer surface of the pipes welded, and unevenness of the 
weld root was found. 

Transverse cracks (in relation to the pipeline axis) appear in the 
area of ​​the welded joints. They are located in the material of the bends 
outside the heat-affected zone. Cracks propagated from the inside of 
the bends, and some of them covered the entire thickness of the pipe-
line wall. As a result, leaks appeared in these places and the necessity 
to put on sealing bands. 

It may be assumed that it was the incorrectly made welded joints 
that caused excessive tensile stresses in the surrounding material. 
These stresses present in the object operating in the corrosive envi-
ronment, which is the medium flowing through the pipeline, led to the 
formation of damage and leakage of the pipeline. On the basis of the 
conducted tests and the obtained results, it is difficult to unequivocal-
ly state what was the cause and whether there was only one cause of 
the failures. The structural analysis of pipeline compensators led to 
similar conclusions. 

The statistical and reliability analyses of the failures occurrence 
suggest that in the considered case certain preventive actions should 
be performed to avoid the subsequent failures of the pipeline. 

A recommendation affecting the safe operation of ammonia water 
pipelines is monitoring the tightness of compensators after 1000 days 
of operation.

Another recommendation, developed on the basis of the reliability 
characteristics of the tested pipeline structure, is the necessity to quic-
kly repair all endangered parts of the structure after detecting the first 
damage to the pipeline.

Fig. 25. Failure rate
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2003.
Movafeghi A., Mohammadzadeh N., Yahaghi E. et al. Defect Detection of Industrial Radiography Images of Ammonia Pipes by a Sparse 15.	
Coding Model. Journal of Nondestructive Evaluation, 2018; 37(3), https://doi.org/10.1007/s10921-017-0458-9.
Nyborg R., Lunde, L. Measures for reducing SCC in anhydrous ammonia storage tanks. Process Safety Progress, 1996; 15 (1): 32–41, doi: 16.	
10.1002/prs.680150110.
Pham H. (ed.). Handbook of Reliability Engineering. Springer-Verlag, London, 2003. 17.	 https://doi.org/10.1007/b97414
Schweitzer P. (ed.). Carbon steel and low alloy steel in corrosion and corrosion protection handbook. Marcel Dekker, New York 1983.18.	
Skoć A., Spałek J. Podstawy Konstrukcji Maszyn, Vol. 1, WNT, Warszawa 2006.19.	
Tobias P. A., Trindade D. C. Applied Reliability. Third Edition. CRC Press Taylor & Francis Group, Boca Raton, 2012.20.	
Wang W., Zhang Y., Li Y., Hu Q., Liu C., Liu C. Vulnerability analysis method based on risk assessment for gas transmission capabilities of 21.	
natural gas pipeline networks. Reliability Engineering & System Safety, 2022; 218 (B), https://doi.org/10.1016/j.ress.2021.108150.
Zhu L., Luo J., Wu G., Han J., Chen Y., Song C. Study on strain response of X80 pipeline steel during weld dent deformation. Engineering 22.	
Failure Analysis, 2021; 123, https://doi.org/10.1016/j.engfailanal.2021.105303.



Eksploatacja i Niezawodnosc – Maintenance and Reliability Vol. 24, No. 4, 2022738

Eksploatacja i Niezawodnosc – Maintenance and Reliability
Volume 24 (2022), Issue 4

journal homepage: http://www.ein.org.pl

Indexed by:

(*)	Corresponding author.
E-mail addresses:

Maintainability is an important general quality characteristic of products. Insufficient main-
tainability will lead to long maintenance time and high maintenance cost, thus affecting 
the availability of products. Maintainability verification is an important means to ensure 
maintainability meets design requirements. However, the cost of traditional real maintain-
ability verification method is very high, and the virtual maintenance method has insufficient 
verification accuracy due to the lack of large maintenance force feedback when the human 
body is moving. In order to reduce the evaluation error and test sample size, the paper con-
ducts maintainability verification based on the mixed physical and virtual maintainability 
test scenarios. Aiming at the problem that traditional methods are difficult to deal with the 
real test information and synchronous virtual simulation information in the test process, this 
study proposes a virtual–real fusion maintainability evaluation algorithm based on adaptive 
weighting and truncated SPOT (Sequential Posterior Odd Test) method. It can weigh real 
test information and virtual human simulation information adaptively to obtain a virtual–real 
fusion maintainability test sample. Then, the SPOT method is used to evaluate the maintain-
ability of small samples. The adjustment of valve clearance, replacement of air filter element 
and replacement of starting motor maintenance tasks of ship engine are taken as examples 
for demonstration. The virtual–real fusion and virtual maintainability verification methods 
are respectively used for verification, and compared with the physical maintenance scenario 
constructed by 3D printing, indicating that the accuracy of virtual–real fusion maintainabil-
ity test verification is 89%, while the virtual maintainability verification is only 33%.

Highlights Abstract

Maintainability test is carried out in virtual–real •	
fusion scenario with lower cost.

The error of virtual–real fusion maintainability •	
evaluation is reduced.

The weights of real and virtual person test data are •	
adaptively determined.

Less time is consumed than the traditional virtual •	
maintainability test.

Virtual–real fusion maintainability verification based on  
adaptive weighting and truncated spot method

Zhexue Ge a,*, Yi Zhang b, Fang Wang a, Xu Luo a, Yongmin Yang a

a National University of Defense Technology, Laboratory of Science and Technology on Integrated Logistics Support, School of Intelligent Science  
	  and Technology, De Ya Road, 109, Changsha, Hunan 410073, P. R. China 
b China Airborne Missile Academy, Luoyang, Henan 471009, P. R.China

Ge Z, Zhang Y, Wang F, Luo X, Yang Y. Virtual–real fusion maintainability verification based on adaptive weighting and truncated spot 
method. Eksploatacja i Niezawodnosc – Maintenance and Reliability 2022; 24 (4): 738–746, http://doi.org/10.17531/ein.2022.4.14

Article citation info:

virtual–real fusion maintainability, maintainability verification, adaptive weighting method, 
truncated SPOT method.

Keywords

This is an open access article under the CC BY license 
(https://creativecommons.org/licenses/by/4.0/)

Z. Ge (ORCID :0000-0002-9199-8042): gzx@nudt.edu.cn, Y. Zhang (ORCID :0000-0002-9823-1792): zhangyi1466@gmail.com, 	  
F. Wang (ORCID :0000-0003-4925-7002): 18739002732@163.com, X. Luo (ORCID :0000-0002-7592-6962): luoxu2002@gmail.com,  
Y. Yang (ORCID :0000-0002-2114-1078): yangyongmin@163.com

1. Introduction

1.1.	 Requirement analysis
Maintainability, like reliability, is an important general quality charac-
teristic of products [23]. Insufficient maintainability will lead to long 
maintenance time and high maintenance cost, thus affecting the avail-
ability of products [5, 25]. Maintainability verification is an important 
means to discover the defects of product maintainability design and 
ensure that the qualitative and quantitative requirements of maintain-
ability are met [16]. The traditional maintainability test verification is 

carried out on the physical equipment and real maintenance environ-
ment, so the verification is accurate, but the test cost is high and the 
test cycle is long [2], as shown in Fig.1. The virtual maintainability 
test is carried out on the digital prototype of the product as shown in 
Fig.2, which can reduce the requirements of the physical test proto-
type, which has become a highly concerned maintainability verifica-
tion method [12]. Virtual reality technologies such as motion capture 
and data glove technology can be used to achieve the virtual mainte-
nance operation by real human. However, in the process of maintain-
ability test, there is always a lack of force feedback mechanism that 
can adapt to large scene and large maintenance force, and there will be 
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various errors such as virtual environment positioning error, motion 
capture delay, collision feedback delay, etc. [27], which will greatly 
affect the accuracy of maintainability evaluation [6]. How to reduce 
the test cost while ensuring the maintainability verification accuracy 
is an important problem to be solved urgently.

1.2.	 Overview 
In the past 20 to 30 years, many scholars have carried out a lot of new 
technology research to solve the problem that traditional maintaina-
bility verification depends on physical test and requires a high sample 
size. They mainly focuse on two aspects.

Fig. 1. The real maintainability verification

Fig. 2. The virtual maintainability verification

First, the maintainability test still uses the physical prototype, but 
the cost is reduced by less test times, and several new maintainability 
test data processing and verification methods are studied. The number 
of samples given in the maintainability standard is at least 30 [8, 20]. 
Miao et al. adopt the idea of segmentally weighted verification and 
propose the segmentally weighted verification (SWV) method to re-
alize in-lab data verification. Then, the Dempster–Shafer evidence 
theory based integrative verification method is presented to solve the 
problem of in-lab and field data combination [19]. Wu et al. propose a 
novel prior distribution elicitation method for MTTR Bayesian dem-
onstration. The test requires fewer samples than traditional methods 
that require no less than 30 samples relies heavily on expert experi-
ence and can be time consuming if performed manually [31].

The second is to adopt the virtual maintenance based test method, 
mainly focusing on how to improve the fidelity of human-computer 
interaction [10-12, 15, 24]. Desktop virtual maintenance is relatively 
simple [29]. In reference [24], a desktop virtual reality-based integrat-
ed system is developed for complex product maintainability verifica-

tion. Guo et al. review the application of virtual reality technology in 
product maintenance, and deeply analyze the application field and ef-
fect, virtual reality hardware, development platform and current main 
research focus [12]. In reference [17], Luo et al. propose a method 
for quantitative evaluation of maintainability based on qualitative at-
tributes of maintainability. The development of virtual reality technol-
ogy can enhance the immersion and simulation fidelity of the mainte-
nance process; thus, [10] and [11] combine the operation information 
of a real person and virtual information to carry out the maintainabil-
ity evaluation and obtain higher evaluation accuracy. The difficulty of 
haptic and haptic interaction is a key problem in virtual reality [22]. 
The tactile feedback based on the data glove and the small force feed-
back of the hand under the fixed position are relatively mature [18]. 
Overtoom  etc. provide a systematic overview of the literature as-
sessing the value of haptic and force feedback in simulators teaching 
laparoscopic surgical skills [22]. It is still very difficult to apply the 
tactile feedback when the human body is moving [27]. The maximum 
feedback force is generally only 20N, which is difficult to meet the 
feedback needs of maintenance operations [21, 26]. So there are some 
researches on the modification of human model data by compensating 
for the influence of external factors on human motion[9, 28, 33]. For 
example, Grochow et al. propose an inverse kinematics method based 
on physical kinematics characteristics, which combine global nonlin-
ear dimensionality reduction technology, Gaussian process latent var-
iable model (GPLVM), and a priori kinematics model. It is suitable for 
correcting similar small-scale human motion data [9]. Seemann et al. 
propose a method to generate a modified new trajectory by projecting 
the observed position, velocity, and acceleration on the corresponding 
constrained manifold, ensuring the consistency of motion parameters 
[28]. Reference [33] proposes a hybrid method of real-time human 
motion capture using simplified marker sets and monocular video, 
then an improved inverse motion solver is used to estimate pose based 
on marker positions. 

1.3.	 Focused questions
Through the analysis of the current situation, we can find that the 
current methods still have some limitations. For complex equipment, 
such as ship and aircraft, when the traditional physical maintainability 
verification method is used, even if only a small number of samples 
are needed, a very complex test scenario must be built in order to 
reflect the impact of complex cabin environment on maintainability 
with unbearable cost [12]. In addition, the current methods still lack 
universality in solving the problem of virtual maintenance fidelity, 
and are difficult to solve the impact of lack of force perception on 
maintenance time and comfort. Therefore, considering the economy 
and accuracy of product test, the combination of virtual and physi-
cal test has received more and more attention [1, 30, 32, 34]. In the 
early stage, we carried out research on the construction technology 
of maintainability test environment based on virtual–real integration 
scenarios [6]. The maintenance test operation is carried out on the 
physical equipment, whereas the maintenance obstacles and surround-
ing equipment with less operations use virtual prototypes. All virtual 
prototypes are presented through AR glasses, which can effectively 
simulate the real maintenance scene and produce a good sense of im-
mersion, as shown in Fig.3. 

In the previous stage, a virtual maintainability test information fu-
sion method based on t-test and F-test was proposed [7]. This study is 
to solve the problem of large maintainability evaluation error due to 
the introduction of virtual prototypes based on the virtual–real fusion 
maintainability test mechanism. The evaluation information of real 
human and the evaluation results of synchronous virtual human in the 
process of immersive and virtual–real fusion maintainability test is 
fully considered. The fusion method is used to reduce the uncertain-
ty, the virtual and real data-level fusion is realized through adaptive 
weighting, and the truncated SPOT method is used for verification.
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The rest of this paper is organized as follows: In Section 2, the 
proposed maintenance index verification method based on virtual and 
real information fusion is presented and discussed. In section 3, the 
maintenance tasks of ship engine are taken as examples for demon-
stration. Finally, in Section 4 the conclusions are provided.

2. Maintenance index verification method based on 
virtual and real information fusion

By carrying out the virtual–real integration maintainability evaluation 
test, the real maintainability test information and the virtual human 
maintainability test information can be obtained. In the test based on 
virtual–real fusion scene, the maintenance human carries out main-
tenance tasks on real maintenance object, so the obtained maintain-
ability data is close to the real maintenance data. Meanwhile, because 
other equipment and environments around the real maintenance 
object are presented in the maintainer’s field of vision through AR 
glasses, there will be some real registration errors and time delays, so 
the maintainability data has some deviations. The errors can be effec-
tively avoided by using the virtual human test information obtained 
by motion capture during the test process. Therefore, the real and vir-
tual human test data in the virtual–real integration maintainability test 
has strong complementarity.

The paper fully fuses the multi-source information in the test proc-
ess to obtain the fused test samples, reducing the uncertainty of the 
underlying test data. In addition, in order to reduce the requirement 
for the number of test samples, the maintainability verification method 
based on small samples is studied. A truncated SPOT maintainability 
verification method based on the virtual–real fusion data is proposed, 
as shown in Fig. 4 to avoid the influence of motion capture error, 
virtual–real registration error, and tactile feedback error on the main-
tainability data in the virtual–real fusion maintainability evaluation 
test as shown in Fig. 4. Initially, for the same maintenance task, mul-
tiple maintenance tests are carried out in the virtual–real fusion scene, 
and the real test data and virtual human test data are obtained at the 
same time. Then, the adaptive weighted fusion algorithm is used to 
effectively fuse the two maintainability test datasets. Finally, the fused 
data are used as the field data, and the truncated spot maintainability 
verification method is used to analyze and verify the virtual–real fu-
sion maintainability results to judge the rationality and effectiveness 
of the virtual–real fusion maintainability evaluation test scheme.

Fig. 4. Virtual–real fusion maintainability evaluation test method

2.1.	 Fusion method of virtual and real test data based on 
adaptive weighting algorithm

Inspired by the adaptive weighted fusion algorithm in the literature 
[13], this study regards the maintenance test results in different sce-
narios as the results obtained by different sensors measuring the same 
maintainability index in the maintenance process. The measurement 
results of the indicators are different. The adaptive weighted fusion 
method is used to perform data fusion obtained from different main-
tenance tests. 

The real value of the maintainability index is assumed to be X. In 
the virtual–real fusion maintainability test, the maintainability index 
obtained by the real human evaluation is Xr, and the virtual human 
evaluation index obtained synchronously is Xx; their variances are 

2
rσ  and 2

xσ , respectively. The corresponding fusion weights are rϕ  
and xϕ . According to the fusion model structure, we can obtain the 
following:
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rX  and xX  are the maintainability data obtained in different 
maintenance scenarios; thus, they are independent of each other and 
are unbiased estimates of X, as follows:
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The accuracy of the maintenance test data fusion results is inverse-
ly proportional to the size of the total variance. Therefore, when the 
fusion variance is the smallest, the accuracy of the fusion result is the 
highest. That is, the weights should satisfy the following:

Fig. 3. Schematic of virtual reality integration



Eksploatacja i Niezawodnosc – Maintenance and Reliability Vol. 24, No. 4, 2022 741

	 min min )σ σ σ ϕ σ ϕ σ2 2 2 2 2 22= + − +( )r x r x r x

By Lagrange multiplier method, we can obtain the following [3]:
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Subsequently, ( )rX i  represents the result of the i-th group of 
maintainability tests based on the virtual–real fusion scenario, and

( )xX i  represents the result of the i-th group of simulated maintain-
ability tests based on the virtual maintenance scenario. The average 
value of the first k groups of the maintainability test data is calculated 
as follows:
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Then, the estimated variance of the k-th group of maintainability 
tests based on the virtual–real fusion scenario can be expressed as 
follows:
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The final variance of k groups of maintainability tests based on the 
virtual–real fusion scenario is obtained as follows:
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Similarly, the final variance value of the k groups of maintainabil-
ity test based on the virtual maintenance scenario can be obtained as 
follows:
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Then, the fusion data RX  of k groups of maintainability test are 
obtained as follows:
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2.2.	 Maintenance time distribution type determination
Generally, the maintenance time obeys the log-normal distribution [14, 
31], and the Kolmogorov method is used to test and analyze the real 
maintenance test data and the virtual–real fusion maintainability data 
to judge whether the log-normal distribution is obeyed. In the trun-
cated SPOT method, the accumulated maintenance test data isused as 
the pre-test historical data, and the virtual–real fusion maintainability 
data is used as the field test data to verify the maintainability.

2.3.	 Consistency check
The variance and mean test method is used to test whether a signifi-

cant difference between the real maintenance test data and the virtu-
al–real fusion maintainability data. The two data parameters must be 
consistent to carry out maintainability verification.

2.4.	 Maintainability Verification
Let the maintenance time be Y, assuming that lndY Y=  obeys a 

normal distribution 2~ ( , )dY N θ σ , where 2σ  known, or an estimate 
of its appropriate accuracy can be obtained from previous data. θ  is 
an unknown parameter of the overall distribution and can be known by 
analysis and calculation based on real maintenance test data. Accord-
ing to the contract, the index value of the mean repair time (MTTR) 
is 0θ , the risk of the contractor is α , and the risk of the subscriber is 
β . The MTTR can be verified by the following methods.

The following assumptions are made:
0 0:H θ θ= 1 1 0 0:H θ θ λθ θ= = > , 1λ > , where λ  is the detec-

tion ratio agreed by the manufacturer and the subscriber. In general, 
1.2 1.5λ≤ ≤ .

For virtual–real fusion maintainability data time samples 
1( , , )d d dnX X X=  , the post-test weighting ratio is obtained as fol-

lows:

Suppose: 0 0:H θ θ= , 1 1 0 0:H θ θ λθ θ= = > , 
where λ  is the detection ratio, and 1λ > . In general, 

1.2 1.5λ≤ ≤  .
For virtual–real fusion maintainability data time samples 

1( , , )d d dnX X X=  , the posteriori weighting ratio is obtained as fol-
lows:
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The introduction of constants ,A B , 0 1A B< < < . According to 

Wald’s point of view, 
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−

= . The following judg-

ment rules shall be adopted [4]:

(1) If nO A≤ , then the virtual–real fusion maintainability data 
satisfy the maintainability requirements, and the virtual–real fusion 
maintainability evaluation scheme is feasible.

(2) If nO B≥ , then the virtual–real fusion maintainability data 
do not satisfy the maintainability requirements, and the feasibility of 
the virtual–real fusion maintainability evaluation scheme is poor.

(3) If nA O B< < , then proceed to the next step.

① If nA O C< < , then the virtual–real fusion maintainability 
data satisfy the maintainability requirements, and the virtual–real fu-
sion maintainability evaluation scheme is feasible.

② If nC O B< < , then the virtual–real fusion maintainability data 
do not satisfy the maintainability requirements, and the virtual–real 
fusion maintainability evaluation scheme is poor.

3. Demonstration
3.1.	 System construction

Taking a ship engine maintainability verification as a typical re-
search case, the simulation environment of the real rear auxiliary en-
gine room is shown in Fig. 5. The diesel engine is shown in Fig. 6, 
which is mainly composed of crank connecting rod mechanism, valve 
structure, fuel system, lubrication system, cooling system, and start-
ing system. 

The diesel engine needs to replace the fuel filter, air filter element, 
and other consumables, and the cylinder head needs to be opened to 
adjust the valve clearance. In addition, the starting motor has a certain 
failure rate; thus, it should be designed with good maintainability to 
ensure the rapid maintenance of the crew. Here, three maintenance 
tasks are selected to carry out the maintainability test: replacing the 
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air filter element, replacing the starting motor, and adjusting the valve 
clearance.

Fig. 5. Simulation of real rear auxiliary engine room environment

Fig. 6. Diesel engine to be studied

The main purpose of the example is to verify the maintainability 
verification method of virtual–real fusion. Three test methods are 
compared. The first is the real physical test. The real prototype is 
maintained and operated by real human, which 
represents the most accurate test conclusion. 
The second is the virtual–real fusion test veri-
fication, which uses the data obtained from the 
real operation of the physical prototype and vir-
tual environment, and carries out the sequential 
verification of the data fusion method proposed 
above. The third method is to operate the vir-
tual prototype by human. Although the tactile 
and force senses are not mature enough, this test 
can simulate the operation process to a certain 
extent.

Due to the high cost of carrying out live main-
tenance tests, and the test operation also has 
certain safety risks, the main equipment of the 
ship’s auxiliary engine cabin is obtained in the laboratory by using 
the complete digital model of the ship’s auxiliary engine compart-
ment and 3D printing. The space layout is carried out according to 
the relative position relationship of each equipment in the real cabin, 
so as to simulate the real ship’s cabin maintainability test scenario, as 
shown in Fig.7.

3.2. Maintainability verification of valve clearance adjust-
ment task

(1) Test operation and data acquisition

Prior to adjusting the valve clearance, the cylinder head, which is 
connected with the engine body through three No. 10 fixing screws, is 
removed. Therefore, the maintenance tools include No. 10 hex wrench 
and slotted screwdriver. The operation steps of the maintenance proc-
ess are shown in Fig.8. 

Fig. 8. Operation steps of adjusting the valve clearance maintenance

The operation method of the main process is shown in Fig.9.
 The human and virtual human maintenance data can be obtained at 

the same time by carrying out the virtual–real fusion maintainability 
test, the process is shown in Fig.10. The virtual maintenance data can 
be obtained by correcting the errors of the virtual human data, con-

sidering the various 
errors in the virtual–
real fusion test. At 
the same time, the 
real maintainability 
test and virtual simu-
lation test are carried 
out to compare with 
the virtual–real fu-
sion test, as shown in 
Fig.11 and Fig 12.

Fig. 7. 3D printed cabin equipment

Fig. 9. Adjustment of valve clearance Service procedure

a) Remove the screws b) Remove the cylinder head

c) Adjust the valve clearance
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Fig. 10. The virtual–real maintainability test

Fig. 11. The real maintainability test

Fig. 12. The virtual maintainability test

The virtual–real fusion maintainability test is conducted repeatedly 
for 10 times to reduce the randomness of the single maintenance test 
and ensure the reliability of the test results. At the same time, 10 real 
maintainability tests and virtual simulation tests are carried out to fa-
cilitate comparison and analysis with the virtual real fusion test. The 
maintainability test results are shown in Table 1.

(2) Virtual and real data fusion

According to the adaptive weighted fusion algorithm in Section 
2.2, the fusion test data are calculated according to the real mainte-
nance data and the virtual maintenance data, and the fusion results are 
shown in Table 2.

Table 2. Fusion results of maintainability test data

1( )X k 2 ( )X k ( )X k 2
1 ( )kσ 2

2 ( )kσ 1( )kϕ 2 ( )kϕ ( )rX k

1 355 353 354.0 1 1 0.5 0.5 354.0
2 379 367 363.5 120.6 6.6 0.052 0.948 367.6
3 307 331 348.7 660.0 108.8 0.142 0.858 327.6

4 329 342 345.4 562.2 84.5 0.131 0.869 340.3

5 363 359 348.5 491.8 89.7 0.154 0.846 359.6

6 398 377 355 718.0 155.4 0.178 0.822 380.7

7 350 353 354.5 618.3 133.5 0.178 0.822 352.5

8 324 340 351.7 636.9 133.9 0.174 0.826 337.4

9 359 357 352.4 571.0 121.4 0.175 0.825 357.4

10 387 371 355.1 615.7 134.5 0.179 0.821 373.9

The comparison chart is drawn according to the test data and the 
fused data, as shown in Fig. 13.

Fig.13. Maintenance data comparison

Fig. 13 shows that the virtual–real fusion data are closer to the ac-
tual maintenance data than the virtual simulation data, and the virtual–
real fusion maintainability test can reflect the maintenance process 
more truly. Thus, the accuracy of the virtual real test data fusion meth-
od using the adaptive weighting algorithm is confirmed.

(3) Time distribution check
The real maintenance data in Table 1 are considered historical data, 

and the data ( )rX k
 
obtained by fusion in Table 3 are considered 

Table 1.	 Adjustment of valve clearance maintainability test results

Real mainte-
nance time 

/s

Virtual–real fusion maintain-
ability data

Virtual data 
time /sHuman 

maintenance 
time /s

Virtual hu-
man mainte-
nance time 

/s

1 342 355 353 403

2 358 379 367 394

3 359 307 331 440

4 360 329 342 469

5 348 363 359 431

6 353 398 377 373

7 364 350 353 356

8 356 324 340 413

9 347 359 357 410

10 356 387 371 378
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field data to evaluate the virtual–real fusion maintenance scheme. 
Assuming that the historical maintenance time is 1( ,..., )nY y y= , 
let 1ln ( ,..., )nX Y x x= = . Whether X  follows a normal distribution 
should be checked.

The following can be calculated: µ = = =
=
∑X xi
i

1
10

5 869
1

10
.ˆ , 

σ 2 2

1

101
9

0 001396= − =
=
∑ ( ) .x Xi
i

ˆ . The sample values are arranged 

from small to large (repeated data are combined), and the frequency 
corresponding to each order statistic is in . Table 3.3 shows the calcu-
lation detail. The table indicates that ˆ 0.1783nD = , and the signifi-
cance level 0.2α = . The critical value table of Kolmogorov test indi-
cates that ˆ 0.3226nD α = . Thus, it obeys the normal distribution, that 
is, the maintenance time obeys the log-normal distribution. In addi-
tion, the field maintenance time obeys the log-normal distribution.

(4) Consistency check
The maintenance time has been shown to follow a log-normal dis-

tribution; thus, only a parametric test is required. For the convenience 
of research, the logarithm of historical data and field data is consid-
ered (denoted as 1 2,X X , respectively) and transformed into normal 
distribution for further research.

As mentioned, 1 10n = , 2 10n = , 1 5.869X = 2
1 0.001396S =

2 5.871X = 2
2 0.002457S = , and 0.1α = .

The variance 0.5682F ′ =  is tested, and because 
0.95 0.05(9,9) (9,9)F F F′< < , no difference is found in their vari-

ances. The mean value 0.0967t′ = −  is also tested, and because 
0.95 0.95(18) (18)t t t′− ≤ ≤ , no difference is found in their mean value. 

Therefore, the historical data and the field data passed the consistency 
test.

(5) Maintainability verification
In 2~ ( , )X N θ σ , the variance is estimated from the field data 

as 2 0.002457σ =  and ~ ( )= (5.869,0.001396)Nθ π θ . The index 
value of MTTR is 355 seconds, and then 0 5.871θ = . Let 0.2α = , 

0.15β = , and 1.4λ = , that is, 1 01.4θ θ= . 
The average repair time is verified according to the Bayes se-

quential probability ratio test method. The following can be calculated: 

0
0.5199HP =  and 

1
0.4801HP = . Then, we can obtain ( ) 0.1821XΛ =  

and 0.1682nO = . Then, 0.4519A =  and 1.5905B = . The fusion 
data satisfy the maintainability requirements because nO A≤ , and 
the feasibility of the virtual reality fusion maintainability evaluation 
scheme is good.

(6) Results comparison
The above are the virtual–real fusion maintainability verification re-

sults, and its correctness and superiority need to be compared with the 
real and virtual maintainability verification results. Both real and vir-
tual test data are from Table 1. The maintainability verification adopts 

the method specified in the literature [20]. By calculation, the real test 
passes verification, while the virtual test data fails to pass the consist-
ency inspection due to the scattered data, so it is impossible to judge the 
maintainability level of valve clearance adjustment. This shows that the 
result of virtual–real fusion is consistent with the real experiment and 
the virtual experiment can not get the correct conclusion.

3.3.	 Maintainability verification and comparison of other 
tasks

Using the same test process and method as above, the maintainability 
test is carried out for the replacement of air filter element and the 
replacement of starting motor maintenance tasks respectively, and 
the virtual–real fusion maintainability test is compared with the real 
test and virtual simulation test. The operation processes pictures are 
shown in Fig.14 and Fig.15.

 Since only one verification conclusion can be obtained from 10 
test repairs and corresponding data, 3 groups of tests are carried out 
for each maintenance task to verify the stability of the method, and 
each group of tests should compare the three test modes. The real 
maintainability test is the benchmark, and it is the correct data no mat-
ter whether the maintainability meets the requirements. If the virtual–
real fusion maintainability verification and virtual maintainability 
verification are the same as the real test conclusion, then the judgment 
result is correct, otherwise, it is wrong. Table 4 lists the maintainabil-
ity verification results of different maintenance tasks.

Table 4 shows that the accuracy rate of the virtual–real fusion test 
maintainability verification results is 88.9%, whereas that of the vir-
tual simulation test maintainability verification results is only 33.3%. 
Evidently, the accuracy of the virtual–real fusion maintainability 
evaluation results is significantly higher than the latter and is closer to 
the real maintainability test evaluation results. Therefore, the virtual–
real fusion maintainability evaluation for ship equipment has strong 
feasibility.

Further analysis shows the main reasons for the higher accuracy 
of the virtual–real fusion maintainability test verification are: (1) The 
real operation is carried out on the real object, and its force touch is 
consistent with the actual. (2) During the test, the maintenance envi-
ronment is superimposed, which can reflect the influence of mainte-
nance space on maintenance operation. (3) The fusion of virtual and 
real data are adopted to reduce data error further.

The main reasons for the low accuracy rate of virtual maintain-
ability verification are: (1) Although it can simulate the maintenance 
environment and space, and has good test vision, it is difficult to 
establish touch and force sense, resulting in a large error compared 
with the actual maintenance operation. (2) Single test is difficult to 
reflect detailed operations accurately, such as screwing, wiping, etc. 
The test is subjective and unstable. (3) Just like the virtual-real fusion 

Table 3.	 Kolmogorov test calculation table (historical data)  

1( )X k 2( )X k ( )X k 2
1 ( )kσ 2

2 ( )kσ 1( )kϕ 2( )kϕ ( )RX k

1 355 353 354.0 1 1 0.5 0.5 354.0

2 379 367 363.5 120.6 6.6 0.052 0.948 367.6

3 307 331 348.7 660.0 108.8 0.142 0.858 327.6

4 329 342 345.4 562.2 84.5 0.131 0.869 340.3

5 363 359 348.5 491.8 89.7 0.154 0.846 359.6

6 398 377 355 718.0 155.4 0.178 0.822 380.7

7 350 353 354.5 618.3 133.5 0.178 0.822 352.5

8 324 340 351.7 636.9 133.9 0.174 0.826 337.4

9 359 357 352.4 571.0 121.4 0.175 0.825 357.4

10 387 371 355.1 615.7 134.5 0.179 0.821 373.9
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maintainability verification, the complementary data cannot be fused, 
which leads to large errors in the verification data.

4. Conclusion
In this study, real and virtual maintenance data are fused by adap-

tive weighting algorithm, thereby reducing the influence of the er-
rors in the virtual–real fusion maintainability test on the maintenance 
results. The experimental results show that the fused data are closer 
to the results of the real maintenance test. Then, the fusion data is 
evaluated and verified using the truncated spot method. The results 
show that the virtual–real fusion maintainability verification method 
has higher accuracy and stronger feasibility than the virtual simula-
tion test.
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Fig. 14. Maintainability test of air filter replacement Fig. 15. Maintainability test of starting motor replacement

a) real test a) real test

b) virtual–real fusion test b) virtual–real fusion test

c) virtual simulation test c) virtual simulation test

Table 4.	 Maintainability verification results of different maintenance tasks

Maintenance task No. Real test virtual–real 
fusion test

virtual 
test

valve clearance ad-
justment

1 √ √ ×

2 √ √ √

3 √ √ ×

the air filter replace-
ment

1 √ √ √

2 √ √ ×

3 √ √ √

starting motor re-
placement

1 × √ √

2 × × √

3 × × √

accuracy rate 100% 88.9% 33.3%
Note: “√” indicates that the maintainability satisfies the requirements, and “×” indi-

cates that the maintainability does not satisfy the requirements.
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1. Introduction
Reliability and maintenance analysis of hydraulic drives is mainly 
oriented to hydraulic positive displacement machines (pump, motor, 
cylinder) [4, 5, 8, 17, 26, 27, 42]. This machines are the core of mod-
ern hydraulic system [1, 9, 13, 14, 19, 29]. In overall performance of 
the hydraulic system the behavior of hydraulic motor has an important 
meaning [11, 12]. The basic characteristics of the hydraulic motor and 
pump, such as characteristics of volumetric losses, mechanical losses 
and pressure losses are important to assess its volumetric efficiency 
and mechanical-pressure efficiency [28, 31, 53, 54]. Thus it is impor-
tant for designers of a hydraulic system [52]. The knowledge of the 
above mentioned characteristics is also very important from the point 
of view of exploitation not only of the hydraulic motor itself, but also 
the entire hydraulic system [16, 46]. So far, the correct assessment of 
the losses in hydraulic motor, and thus partial efficiencies, depends 
on theoretical working volume qt. The value of theoretical working 
volume qt is taken constant in the whole range of the pressure drop 
∆p in the motor. Furthermore the theoretical working volume qt is 
independent on the motor speed n [2, 3]. Thus, improper adoption 
of the theoretical working volume qt may, during the exploitation of 

the hydraulic system at different pressure drop in the motor inflow 
port, results in a different than required shaft rotational speed n than 
expected [39, 40, 41].

So far, in industrial practice, but also in laboratories, the theoretical 
working volume qt is determined in a very simplified way. The liquid 
compressibility is omitted. Similarly, the pressure drop ∆pich in the 
internal channels of the motor is also treated as insignificant and is 
negligible. It means that the pressure drop ∆p in a motor is the same 
as the pressure drop ∆pi in the working chambers of this motor [2]. 
This is, of course, a considerable simplification.

The theoretical working volume qt is not the same as the so-called 
geometric working volume qg. The geometric working volume qg re-
sults from the geometrical dimensions of the working chambers and 
is determined by constructors of a hydraulic motor, pump or other 
positive displacement devices like a rotational hydraulic dumper [43, 
56, 57]. The formulas describing the geometric working volume qg 
are not the same for all types of positive displacement machines and 
very often these formulas are derived with some simplifications. In 
this way, the simplifications result in error of up to 3% for gear pumps 
[3, 43]. Furthermore, in the real (manufactured) motor, the geometric 
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volume qg differs from that determined based on the design docu-
mentation. The cause are loosenesses between working mechanism 
elements, machining errors, assembly errors, etc [2, 3]. 

As a result of the motor load by torque M in the motor working 
chambers is generated pressure differential ∆pi. This causes elastic 
deformation of the engine working chambers. Thus, the working vol-
ume of the loaded motor is bigger than motor without load [36, 37]. 
Similar phenomena observed Osiecki in a prototype of axial piston 
pump [25]. In this way the working volume depends on the pressure 
drop ∆pi in the working chambers of the motor and was called the 
actual working volume qr [36, 37]. 

If ∆pi = 0 then qr = qt, where qt is the theoretical working volume 
[36, 37]. Therefore, both the geometric volume qg and the theoretical 
working volume qt are different from the actual working volume qr. 
Booth qt and qg are should not be used to determine losses in motor 
and thus to calculate partial efficiencies of this motor [36, 37].

The first works on the methodology of determining the theoreti-
cal working volume appeared in the 1940s and 1960s. These were 
the work of Wilson (1949) [51], Schlosser and Hilbrands (1963) [32, 
33]. Then the works of Toet and Balawender in 1970s and again in 
2019 [2, 3, 44, 45]. The Toeth method was also described by Post in 
[30]. The methodology proposed by Toet and Balawender is based 
on characteristics of the flow rate Q to motor in the function the rota-
tional speed n at constant pressure drops ∆p in the motor. In work [36] 
Sliwinski presented a new look on the Balawender method. Moreover, 
in [37] Sliwinski proposed another new method for determining the 
working volume. In Sliwinski’s method the characteristics of effective 
absorbency of the motor were used. 

The adoption of the theoretical working volume qt for assessment 
of the losses in displacement machines introduces a significant error 
[36, 37]. Furthermore in [36, 37] has been demonstrated that:

the liquid compressibility has the influence on the theoretical −	
working volume qt and the actual working volume qr; 
to assess volumetric and mechanical losses in a hydraulic motor −	
should be use the actual working volume qr.

The simplest method of assessment the theoretical working vol-
ume has been shown in the ISO standard [7, 10]. But this method 
gives an inaccurate result and in scientific considerations it is rather 
not used. According to Kim, the theoretical working volume can be 
determined by analysis a flow rate only in a single chamber of the 
working mechanism [15]. Similar method is proposed by Manring 
and Williamson [21]. These methods have no practical application 
in real tests of hydraulic motors and also pumps. The other method, 
called Latin Hyperspace Sampling (LHS), is proposed by Michael and 
Garcia-Bravo [22].

Balawender proved that based on the characteristics of the hy-
draulic motor absorbency qe per one revolution of the motor shaft vs 
pressure drop ∆p in this motor at n=const is posible to determine the 
theoretical working volume qt [2, 3]. This method will be briefly pre-
sented later in this article. Based on Balawender method, the proposed 
new method of determination the actual working volume qr and the 
theoretical working volume qt of a hydraulic motor is described in this 
article. The correctness of this method was experimentally verified.

Hydraulic motors with a satellite mechanism are the object of inter-
est of many researchers and set a new trend in research in the field of 
hydraulic positive displacement machines. This is evidenced by the 
works [47, 48, 49, 50, 56]. These motors are also the main object of 
the author’s scientific interests. Therefore a satellite hydraulic motor 
was selected for the experimental test. Its construction is presented in 
Section 5.1.  

2. Flow rate in hydraulic motor
The basis for determining the theoretical working volume qt and the 

actual working volume qr of a hydraulic motor is the precise measure-
ment of the flow rate into or out of the motor and the measurement of 
external leakage (if any). Generally, is recommended to use two flow 

meters – in the inflow line and in the outflow line of the tested motor 
(Fig. 1) [2,3]. But Toeth used only one flow meter installed in the mo-
tor inlet line [44, 45].

Fig. 1.	 Parameters measured in a hydraulic motor [37]: Q1 – flow rate to 
the motor, Q2 – flow rate from the motor, QLe – external leakage; p1 
– pressure in the inflow port, p2 – pressure in the outflow port, pH – 
pressure in the high-pressure working chamber, pL – pressure in the 
low-pressure working chamber, M – torque, n – rotational speed, T1 
– liquid temperature in inflow port, ∆p – pressure drop in the motor, 
∆pi – pressure drop in the motor working chambers.

To correctly determine the theoretical and actual working volume, 
it is necessary to analyze the flow balance in the hydraulic motor. The 
general model of the flow rate in a hydraulic motor is proposed by 
Balawender and is described by [2, 3]:

	
2

1 g u k C Li Le

Q

Q Q Q Q Q Q Q= + + + + +
 	 (1)

where [2, 3]:
Qg – the flow rate dependent on the geometric working volume 

qg and rotational speed n,
Qu – the flow rate lifted in the gaps,
Qk – the flow rate dependent on the working chambers cyclic 

elastic deformation,
QC – the flow rate caused by liquid compressibility,
QLi –  the flow rate from high-pressure working chambers to 

 low-pressure working chambers (internal leakage),
QLe – the external leakage.

Another model is proposed by Sliwinski. This model is described 
by general formula [37, 39, 40]:

	
1

L

t L Lf CU e

Q

g LQ Q Q Q Q Q= + ∆ + + +
 	 (2)

where:
Qt – the theoretical flow rate in the motor:

	 t tQ q n= ⋅ 	 (3)

∆QL – the component of volumetric losses depends on liquid 
compressibility and rotational speed of the motor [39, 
40]:

	
2

0,5

L

id
L q i

q

CQ C p m H n
n
∆

 ∆ = ⋅ ∆ + ⋅ ⋅ ⋅ 
 


	 (4)

m – the teeth module in the satellite mechanism,
H – the height of the satellite mechanism,
Cq, Cid – coefficients,
∆pi – the pressure drop in working mechanism of the motor, 

defined as [35, 38]:

	 i ichp p p∆ = ∆ − ∆ 	 (5)
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∆pich – the pressure drop in the motor internal channels [35, 
38]:

	 2
2 2ich t lp C Q C Qρ ν ρ∆ = ⋅ ⋅ + ⋅ ⋅ ⋅ 	 (6)

Cl, Ct – the constant of the laminar and turbulent flow compo-
nent respectively,

ν – the kinematic viscosity,
ρ – the density of liquid,
QLfg – the flow rate in flat clearances of working mechanism,
QCU – the flow rate in commutation unit clearances.

The external leakage QLe has been defined as [37, 39, 40]:

	 1 2Le Le LeQ Q Q= + 	 (7)

QLe1 – the leakage from the high-pressure working chambers 
(with the pressure pH) to the outside of the motor (with 
the pressure equal zero),

QLe2 – the leakage from the low-pressure working chambers 
(with the pressure pL) to the outside of the motor (with 
the pressure equal zero).

The methodology of determination of ∆pi and ∆pich is widely de-
scribed in the works [35, 36, 38, 39]. Similarly, each component of 
the above mathematical model has been described in detail in publica-
tions [35, 38, 39] and will not be discussed in more detail here.

3. Balawender’s method of determining the theoreti-
cal working volume

The method of determining the theoretical working volume based on 
characteristic qe = f(∆p)n=const. was developed by Balawender in 1974 
[3]. qe is called the effective absorbency of the motor per one revolu-
tion of its shaft and is defined as:

	 1
1e

Qq
n

= 	 (8)

	 2
2e

Qq
n

= 	 (9)

that is:
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	 (11)

where qg = Qg/n, qu = Qu/n etc.

If the ∆pi decreases to zero then for a given constant motor speed 
n [3]:

	 ( )( ) ( )1 1 1
0 0

1lim lim
i i

e t Lennp p
q q Q

n∆ → ∆ →
= + ⋅ 	 (12)

	 ( )( ) ( )2 2 2
0 0

1lim lim
i i

e t Lennp p
q q Q

n∆ → ∆ →
= − ⋅ 	 (13)

and:

	 1 2
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Q Q Q
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Then from the equations (12) and (13) is:

	 ( ) ( )( )1 1
0 0

1lim lim
2i i

t e Len np p
q q Q

n∆ → ∆ →
= − ⋅

⋅
	 (15)

	 ( ) ( )( )2 2
0 0

1lim lim
2i i

t e Len np p
q q Q

n∆ → ∆ →
= + ⋅

⋅
	 (16)

But the theoretical forking volume for a given constant motor 
speed n is:

	 ( ) ( ) ( )( )1 2
1
2t t tn n nq q q= ⋅ + 	 (17)

According to Balawender the test of motor can be carried out at 
limited amount of speed n, for example at minimum speed, nominal 
speed and maximum speed. Then the final theoretical working vol-
ume qt shoult be taken as:

	 ( ) ( ) ( )( )1 2
1 .. .t t t tn n n zq q q q
z

= ⋅ + + + 	 (18)

Furthermore, Balawender claims that his metod gives a satisfactory 
result of qt only at one motor speed n. Then qt = qt(n). 

The graphical implementation of Balawender’s method is shown 

in Fig. 2
Fig. 2. The graphical implementation of Balawender’s method [3]

Balawender recommends that [2, 3]:
the characteristics	  qa)	 e=f(∆pi) obtained from the experi-
mental data (Fig. 2) should be described by the formula:

	 ( ) ( ) 11
1 1 0

b
e e ipi

aq q p
n∆ == ± ⋅ ∆ 	 (19)

	 ( ) ( ) 22
2 2 0

b
e e ipi

aq q p
n∆ == ± ⋅ ∆ 	 (20)

 the characteristic of external leakage Qb)	 Le should be described 
by the formula:

	 ( ) ( )0
Qb

Le Le Q ipiQ Q a p∆ == + ⋅ ∆ 	 (21)

where the values of the constants a1, a2, aQ, b1, b2 and bQ should be 
determined by the least squares method.
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4. Proposed new method of determining the actual 
and theoretical working volume

The bigges disadvantage of the Balawender method is the assumption 
of the theoretical working volume qt as the average of the working 
volumens calculated for various constant rotational speeds. In addi-
tion, Balawender argues, that the theoretical working volume qt can 
be determined even with the one constant rotational speed n [2, 3]. 
Thus, Balawender does not specify the effect of the motor speed n on 
the theoretical working volume qt. Sliwinski showed that the volumet-
ric losses in the hydraulic motor are nonlinear function of speed n (see 
formulas (2) and (4)). 

Another disadvantage of the Balawender method is, recommended 
by him, the method of describing the effective absorbency qe (equa-
tions (19) and (20)). These formulas will only describe the absorbency 
well if the leakage in the motor will increase non-linearly. A non-lin-
ear increase in leakage occurs when, as a result of pressure increase, 
there is an increase in the clearances in the working mechanism. Such 
a phenomenon occurs in motor that is not equipped with a clearance 
compensation unit in the working mechanism [40]. 

4.1.	 Influence of pressure on the working volume
Balawender and Toeth adopted the simplification that the increase in 
working volume of a motor is a linear function of pressure drop in 
the motor [2, 3, 44, 45]. In fact, each dimension of the engine work-
ing chamber changes linearly under the pressure. Sliwinski in [36] 
showed that the working volume changes nonlinearly in the function 
of the pressure drop ∆pi. Therefore, in loaded motor the theoretical 
working wolume qt is not equal the actual working wolume qr. The 
actual working volume qr is described by the following formula [36, 
37]:

	 ( )2 3 2
1 2 3q q
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r t q i q i q i

q

C p C p C Hp m

∆

⋅ ⋅= + ∆ + ∆ + ∆⋅ ⋅ ⋅


	 (22)

where ∆qp is the change in working volume of the loaded motor. So, 
the increase in working volume ∆qp can not be the reason of the me-
chanical and volumetric losses in the motor. Therefore the relation-
ship (4) should take the form:
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where ∆qL is the change in unit volumetric losses (that is volumetric 
losses per one revolution of the motor shaft). It can be assumed that 
the influence of pressure drop ∆pi in motor working mechanism on 
the ∆qL is very small and for father consideration can be neglected. 
The ∆QL is mainly caused by the movement of liquid in the spaces 
between the mating teeth during rotation of the working mechanism 
with speed n [39, 40].

4.2.	 Flow rate in a hydraulic motor
Taking into account the formula (22) the flow rate in a motor can be 
written with the following equation:

	 

1 2q
r L

r L C Lfg CU Le Le
Q Q

Q q n Q Q Q Q Qn Q= ⋅ + + + +⋅ =+ ∆ +
    (24)

Immediately from the measured datas the flow rate per one revolu-
tion of the motor shaft qe should be calculated according to formulas 
(8) and (9):
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Q Q Q Q
q q

n
+ + +

= + ⋅ + 	 (25)

	 2 q C Lfg CU
e r L

Q Q Q
q q

n
+ +

= + ⋅ + 	 (26)

where:
 Q−	 C – the flow rate component depends on the liquid compress-
ibility and can be described as a sum:

	 1 2C C CQ Q Q= + 	 (27)

Q−	 C1 – the flow rate component depends on the pressure difference 
p1 – pH (p1>pH) and describes as [36, 37]:
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Q−	 C2 – the flow rate component depends on the pressure difference 
pH – p2 (pH>>p2) and describes as [36, 37]:
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Z pp

Q dp
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= ⋅ ∫ 	 (29)

K−	 Z(p) – the tangential isentropic bulk modulus (Fig. 7) [36, 54, 
55].

Because the pressure drop ∆pi in the working mechanism influenc-
es on the volumetric losses QL then the Q1 and Q2 should be related to 
pressure pH in high pressure working chambers. Then:

	 ( ) 1 11Q
H Cp Q Q= + 	 (30)

	 ( ) 2 22Q
H Cp Q Q= − 	 (31)

The flow rate qe(pH) related to the pressure pH should be calculated 
as:

	 ( )
( )1

1
Q

Hp
e pHq

n
= 	 (32)

	 ( )
( )2

2
Q

Hp
e pHq

n
= 	 (33)

If a flow meter is located in the motor outflow line the component 
QLe is omitted. It should be noted that the qe(pH) is a nonlinear func-
tion of pressure drop ∆pi in the working mechanism and is directly 
proportional to the inverse of the motor shaft speed n. 

4.3.	 Theoretical working volume
If the pressure drop ∆pi in the motor decreases then the leakages QL 
in motor decreases also. Therefore, the value of qe(pH), described by 
formulas (25) and (26), tends to certain value qn:

	 ( )( )( ) 1 110
lim q q

i
t L ne pH np

q q
∆ →

= + ∆ = 	 (34)

	 ( )( )( ) 2 220
lim q q

i
t L ne pH np

q q
∆ →

= + ∆ = 	 (35)
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The share of leakages QL in general flow rate in the motor decreases 
if rotational speed n increases. Thus, the theoretical working volume 
can be axpressed as:

	 ( )1 1lim n t
n

q q
→∞

= 	 (36)

	 ( )2 2lim n t
n

q q
→∞

= 	 (37)

The graphical interpretation of qn and theoretical working volume 
qt is shown in Fig. 3.

Fig. 3. The graphical implementation of the new method.

As a final theoretical working volume is proposed:

	 ( )1 20.5t t tq q q= ⋅ + 	 (38)

In general, it is advisable to use flow meters of the same type and 
class to measure flow rates Q1 and Q2. Furthermoref the com-
pressibility of liquid is considered, then:

	 1 2t t tq q q= = 	 (39)

In practice, only one flowmeter is used in the test stand mea-
suring system. In such a case qt = qt1 or qt = qt2.

4.4.	 Assesment of the determined value of actual and 
theoretical working volume

The correctness of the determination of the value of the actual 
and theoretical workin volume can be assessed using the defini-
tions of mechanical efficiency ηm and volumetric efficiency ηv. 
For hydraulic motor [36, 37]:

	 2m
r i

M
q p

η = ⋅
⋅ ∆

	 (40)
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r
v

q n
Q

η ⋅
= 	 (41)

Threrefore for any rotational speed n of the motor and for ∆pi → 0 
the volumetric efficiency should be ηv < 1. Furthermore for ∆pi = 0 is 
and qr = qt. If rotational speed of the tested motor is minimum (nmin), 
can be assumed that for ∆pi = 0 is ηv ≈ 1. Therefore:

	 ( )
1

maxt
min

Qq
n

≤ 	 (42)

For assessment of the minimum theoretical working volume qt(min) 
and actual working volume qr(min) the maximum mechanical efficien-
cy ηm of hydraulic motor should be observed in all range of operating 
parameters (that is speed n and load M). If ηm ≤ 1, then:

	 ( ) ( )min min 2t r
i

Mq q
p

π< ≤ ⋅
∆

	 (43)

To sum up:

	 1 2t
min i

Q Mq
n p
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∆

	 (44)

4.5.	 General test procedure
In order to obtain experimental data and determine the qt and qr the 
flow Q1 or Q2 (at T1 = cosnt) should be measured firstly for several 
values of n and for several constant values of ∆p. Then should be cal-
culate the ∆pich according to the method described in [35, 38]. After 
determining the ∆pich, it is possible to calculate the ∆pi. If the flow 
meter is located in the low-pressure line the Q(pH) should be calculat-
ed. Next, the characteristics qe=f(∆pi)n=const should be developed and 
calculate the qr1 (or qr2). Finally, the characteristics qr=f(n) should be 
plotted and the walue of qt1 (or qt2) should be calculated.

5. Results of experiment

5.1.	 Object of research
The object of research was a prototype of a satellite hydraulic motor 
(Fig. 4 and Fig. 5). The principle of operation of the satellite engine 
is widely known and is described, inter alia, in [23, 34, 36, 37, 39, 
41, 54]. 

The geometrical working volume qg of the tested motor is 34.44 
cm3/rev. This working volume depends on the height H of the working 
mechanism, areas of the minimum and maximum working chamber 
(Amin and Amax – Fig. 5) and the numbers of the humps of the rotor 
and the curvature (nR and nC respectively). The geometrical working 
volume qg was calculated according to [36, 37, 39]:

	 ( )g C R max minq n n H A A= ⋅ ⋅ ⋅ −
	 (45)

Fig. 4.	 Tested motor (satellite motor) [36, 37, 39]: C – curvature, S – satellite, R – rotor, 
1 – shaft, 2 – case, 3 – inflow/outflow manifold, 4 – outflow/inflow manifold, 5 – 
rear body, 6 and 7 – distribution (compensation) plates
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where nC = 6, nR = 4, H = 25 mm, Amin = 26.11 mm2 and Amax = 83.51 
mm2.

5.2.	 The measuring system
The diagram of hydraulic and the measuring system of the test stand 
is shown in Fig. 6.

Fig. 6.	 The test stand measuring system [36, 37, 41]: P – pump, M – tested 
motor, PN – pump for filling leaks in P and M, IP – impeller pump, 
SV – safety valve, F – filter, T – tank, IAG – intersecting axis gear, E1 
and E2 – electric motors with frequency converters, T1, TT – tempera-
ture sensors, Q2 – flowmeter, QLe – leakage measurement, FT – force 
transducer for torque measurement, n – inductive sensor for measure 
of rotational speed.

The following measuring instruments were installed in the measur-
ing system of the test stand (Fig. 6):

two strain gauge pressure transducers (p–– 1 and p2) with ranges of 
2.5,10,40 MPa and class 0.3;
piston flowmeter (Q–– 2) with volume of measured chamber 
0.63dm3, a range of 200 l/min and class 0.2;
strain gauge force transducer FT for measurement of the torque ––
M with a range of 100 N and class 0.1;
inductive sensor for measurement of the rotational speed n of ––
the motor shaft with accuracy of ±0.01 rpm);
RTD temperature sensor with class A and max. measurement ––
error 0.5 oC – for measurement of the liquid temperature T1 in 
the inflow port of the motor.

Pressure drop ∆p, speed n and oil temperature T1 settings were 
made very precisely, with as few deviations as possible. Thus, for 
speed ±0.1 rpm, for pressure drop ±0.05 MPa and for temperature 
±1.0 oC. Each recorded measurement result is the average of three 
repetitions. This regime of parameter settings enabled to determine 
the working volume with the lowest possible error.

A valuable advantage of the piston flow meter should also be high-
lighted here. Well, it measured the average flow rate from more than 

18 revolutions of the motor shaft (due to the large volume of the 
flow meter’s measuring chamber of as much as 0. 63dm3)!

5.3.  Working liquid parameters
The working liquid in test stand was the Total Azolla ZS 46 oil. 
The research was conducted with the temperature in the motor 
inflow port T1 = 43 oC (ν = 40 cSt, ρ = 873 kg/m3). Accord-
ing to the proposed new method, the characteristic of tangential 
isentropic bulk modulus KZ(p) of mineral oil is needed to correct 
determine the theoretical and actual working volume. This char-
acteristic was shown in Fig. 7 [55].

5.4. Characteristics of flow rate in the outflow line of the 
motor

The motor tests were carried out for in the pressure drop range ∆p 
up to 32 MPa and in the range of rotational speed n from 50 to 1500 
rpm. The flow rate Q2 was measured over the entire pressure drop ∆p 
range at n = const. (Fig. 8).

The external leakage QLe in the tested motor was exceedingly small 
regardless of rotational speed n (Fig. 9).

Fig. 5.	 Working (satellite) mechanism [23, 34, 36, 37, 41, 54]: C – curvature, R – rotor, 
S – satellite, 1÷10 – working chambers, HPC – high pressure chambers, LPC – 
low pressure chambers, Vk-min – dead chamber, Vk-max – working chamber with 
maximum volume and with maximum area Amax

Fig. 7. Bulk modulus KZ(p) of Total Azolla ZS 46 mineral oil [36, 37, 55]

Fig. 8. Flow rate Q2 vs ∆p at n = const

Fig. 9. External leakage QLe in tested motor [36]
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5.5.	 Characteristics of flow rate vs pressure drop in working 
mechanism

Pressure drop ∆pich in internal channels of the tested motor was calcu-
lated according to the formula (6):

	 2
2 20.003224 0.02183ichp Q Q∆ = ⋅ + ⋅ 	 (46)

where Q2 in [l/min] and ∆pich in [MPa] [35, 36, 38].

In Fig. 10 characteristics Q2 = f(∆pi) at n = const. are shown. The 
pressure drop ∆pi in working mechanism was calculated according 
to formula (5) and (46). The influence of liquid compressibility was 
omitted.

Fig. 10.	 Flow rate Q2 vs ∆pi at n = const. The influence of liquid compress-
ibility was omitted

The flow rate Q2(pH) is related to the pressure pH in the high-pres-
sure chamber of the motor.  Values of Q2(pH) was calculated according 
to formulas (29) and (31). The characteristics of Q2(pH) = f(∆pi) are 
shown in Fig. 11.

Fig. 11. Flow rate Q2(pH) vs ∆pi at n = const

The characteristics presented in the Fig. 10 and Fig. 11 show that 
the Q2(pH) is smaller than Q2. In the whole range of pressure drop ∆pi, 
the difference does not exceed 2%.

5.6.	 Theoretical working volume according to Balawender 
method 

The characteristics of qe2 = f(∆pi) determined according to Bala-
wender’s method are shown in Fig. 12.

From the above characteristics it can be seen that:
q−	 t(50) = 36.81 cm3/rev;
q−	 t(100) = 35.112 cm3/rev;
q−	 t(200) = 34.315 cm3/rev;
q−	 t(1500) = 33.221 cm3/rev.

Then, according to formula (18) the theoretical working wolume of 
the satellite motor is qt = 34.757 cm3/rev.

5.7.	 Theoretical working volume according to proposed new 
method

According to proposed new method the characteristics of qe2(pH ) = 
f(∆pi) (shown in Fig. 13) were calculated taking into consideration 
flow rate Q2(pH) related to the pressure in the high-pressure working 
chamber (Fig. 11). That is, the values of qe were calculated accord-
ing to formula (33). All characteristics of qe2(pH ) = f(∆pi have been 
described by equations. These equations are presented in the Table 1. 
The characteristics of qn = f(1/n0.5) are shown inFig. 14.

The results of research shown that, according to the new method, 
the working wolume qrn should be described by equation (35) and 
then (Fig. 14 – the black line):

	 0.524.989 32.527nq n−= ⋅ + 	 (47)

Fig. 12.	 Characteristics of qe2 vs ∆pi at n=const – according to Balawender’s 
method

Table 1.	 Equations qe(pH) = f(Δpi
3) of motor output flow rate at n = const.

No. n [rpm] qe2(pH) = f(Δpi
3) qn [cm3/rev.] R2

1 50 qe2(pH) = 0.000207Δpi
3 – 0.014881Δpi

2 + 0.725139Δpi + 36.1738 36.1738 0.9944

2 100 qe2(pH) = 0.000149Δpi
3 – 0.007912Δpi

2 + 0.383909Δpi + 34.8875 34.8875 0.9969

3 200 qe2(pH) = 0.000007Δpi
3 – 0.001087Δpi

2 + 0.179735Δpi + 34.2685 34.2685 0.9962

4 400 qe2(pH) = 0.000023Δpi
3 – 0.002158Δpi

2 + 0.144543Δpi + 33.7095 33.7095 0.9979

5 600 qe2(pH) = 0.000006Δpi
3 – 0.001128Δpi

2 + 0.114055Δpi
2 + 33.5305 33.5305 0.9985

6 800 qe2(pH) = −0.000009Δpi
3 – 0.000939Δpi

2 + 0.107023Δpi + 33.4235 33.4235 0.9979

7 1000 qe2(pH) = −0.000000Δpi
3 – 0.001292Δpi

2 + 0.110816Δpi + 33.2959 33.2959 0.9983

8 1100 qe2(pH) = 0.000032Δpi
3 – 0.002719Δpi

2 + 0.122427Δpi + 33.2802 33.2802 0.9983

9 1200 qe2(pH) = 0.000044Δpi
3 – 0.003723Δpi

2 + 0.142850Δpi + 33.2614 33.2614 0.9991

10 1300 qe2(pH) = 0.000017Δpi
3 – 0.001736Δpi

2 + 0.107760Δpi + 33.2487 33.2487 0.9986

11 1400 qe2(pH) = 0.000007Δpi
3 – 0.000913Δpi

2 + 0.090225Δpi + 33.2403 33.2403 0.9986

12 1500 qe2(pH) = −0.000001Δpi
3 – 0.000870Δpi

2 + 0.100618Δpi + 33.2245 33.2245 0.9999
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That is, the theoretical working volume of satellite motor is qt = 
32.527 cm3/rev.

Newertheless, the results of experiment, shown in Fig. 14, indi-
cate some non-linearity between qn and n-0.5 (the blue characteristic 
in Fig. 14). Then the ∆qL is better to describe by following empirical 
formula:

	 21 2
0.5

id id
L

C Cq m H
n n

 ∆ = + ⋅ ⋅ 
 

	 (48)

It has been observed that if results for low speed n of motor will 
be neglected, then the linear relationship between qn and n-0.5 (the red 
line in Fig. 14) gives similar result in qt like nonlinear relationship 
(the blue line in Fig. 14). It is supposed that, the additional flow rate 
depends on the speed n can exist in commutation unit of the satellite 
motor. Furthermore, at the present time, it seems reasonable to ignore 
low rotational speeds in the search of theoretical working volume qt. 
For tested motor was ignored the low speed up to 400 rpm (the red 
line in Fig. 14). Then as the theoretical working volume of satellite 
motor should be adopted qt = 32.669 cm3/rev. The relative difference 
between the qt = 32.527 cm3/rev for all range of motor speed n (the 
black line in Fig. 14) in about 0.44%. 

6. The assessment of actual working volume
Taking into consideration formulas (22) and (33) and the formulas 
from Table 1 is possible to assess the actual working volume qr in 
tested hydraulic motor. Theoretically the qr would be independent on 
rotational speed n. But results of experiment show some deviations. 
In Fig. 15 are shown selected characteristics of ∆qp plotted according 
to equations from Table 1. 

It can be seen that for n > 800 rpm the ∆qp takes a constant value. 
Characteristics of ∆qp=f(∆pi) for n > 800 rpm are shown in Fig. 16.

Therefore, taking into account formula (22), the actual working 
volume qr is:

2 3q 32,669 0,11167414 0,00174171 0,00001286r i i ip p p= + ⋅ ∆ + ⋅ ∆ + ⋅ ∆

	 [cm3/rev.]	 (49)

Thus, the results of experiment confirm the theoretical consider-
ations. That is, the pressure drop ∆pi in motor’s working chambers has 
a significant influence on the actual working volume qr. Therefore, 
the actual working volume qr should be taken into account (instead of 
theoretical working volume qt) for calculation the volumetric losses 
and mechanical losses in hydraulic motor (and the same volumetric 
efficiency and mechanical efficiency).

7. Discussion
The characteristics presented in the Fig. 10 and Fig. 11 show that the 
Q2(pH) is smaller than Q2. In the whole range of pressure drop ∆pi. The 
difference does not exceed 1,6%. This difference is typical of mineral 
oil [54] and has an effect on the characteristics of flow rate per one 
revolution of the motor shaft (Fig. 13) and finally on the theoretical 
working volume qt.

The analysis of experimental data allow to confirm the theoretical 
considerations that the qe is an nonlinear function of ∆p for n=const re-
gardless of the used method (Balawender method or the new method).

The value of the correlation coefficient R2 of nonlinear function  
qe = f(∆p)n=const is close to one (R2 > 0.99, Table 1). Hence, the conclu-
sion is that equations (25) and (26) very well describe fluid flow per 
one revolution of the motor shaft.

Based on the results of the motor tests, it can be concluded that 
regardless of the used method (Balavender or the new method):

the rotational speed n has no influence on the theoretical work-a)	
ing volume qt of a hydraulic motor;
pressure drop b)	 ∆pi in the motor working chambers has no influ-
ence on the theoretical working volume qt of a hydraulic mo-
tor;
the flow rate qc)	 e per one revolution of the motor shaft is a non-
linear function of pressure drop ∆pi in the motor working cham-
bers (Fig. 12, Fig. 13 and Table 1). 

Furthermore the results of the satellite motor test confirm that:

Fig. 13.	 Characteristics qe2(pH) vs ∆pi at n = const – according to the new 
method. Equations in Table 1

Fig. 14.	 Characteristics of working volume qn vs n (according to the new 
method)

Fig. 15. Characteristics of ∆qp plotted according to equations from Table 1

Fig. 16. Characteristics of ∆qp vs ∆pi for n > 800 rpm
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is correct to describe the qa)	 e by a third order polynomial (ex-
pressed by the formula (25) or (26));
the flow rate qb)	 n (and the same qe) is a nonlinear function of the 
motor rotational speed n. The results of experiment and calcula-
tions can be described by equation (34) or (35) with sufficient 
accuracy (R2 = 0.995 – Fig. 14).

Nonetheless, the theoretical working voume qt calculated using 
the new method (qt = 32.669 cm3/rev.) is about 6% smaller than qt 
calculated using Balawender’s method (qt = 34.757 cm3/rev.). This 
difference is not small. Designers of hydraulic positive displacement 
machines and researchers conducting development studies on these 
machines should therefore follow the method proposed in this article. 
Incorrectly adopted the value of the theoretical working volume gives 
an incorrect assessment of mechanical and volumetric losses. 

Based on the analysis of the test results, it can be concluded that 
the motor working volume increases as a function of the pressure drop 
∆pi in the motor. For tested motor this increase is 2,2 cm3/rev. (Fig. 
16). This is 6% of the theoretical working volume. It seems like a lot. 
But when analyzing the structure of the satellite mechanism in the 
engine (Fig. 4 and Fig. 5), it is concluded that the stiffness of the cur-
vature and the planet are small. Thus, such an increase in the working 
volume at a pressure of 32 MPa is real.

Furthermore, characteristics of volumetric efficiency and mechani-
cal efficiency are the test for correctness of the theoretical working 
volume assessment, because the maximum value of these efficiencies 
cannot be bigger than 1. If the theoretical working volume, calculated 
using the Balawender method, is taken, the volumetric efficiency of 
the motor for ∆p < 15 MPa is larger than 1 (ηv > 1) (Fig. 17). It has no 
physical sense and the conclusion should be that the theoretical work-
ing volume has been miscalculated. Therefore, it confirms, that the 
Balawender’s method is inaccurate and overestimates the theoretical 
working volume. Furthermore, for qt = 34,757 cm3/rev. the mechani-
cal efficiency is understated (Fig. 18).

Fig. 17.	 Volumetric efficiency ηv vs ∆pi of tested motor (n = 1500 rpm) – com-
parison for qt according to Balawender method and proposed new 
method.

Fig. 18.	 Mechanical efficiency ηm vs ∆pi of tested motor (n = 1500 rpm) – 
comparison for qt according to Balawender method and proposed 
new method.

On the above figures, characteristics of efficiencies for actual work-
ing volume qr are also shown. Volumetric efficiency is nearly constant 

in all range of pressure drop ∆pi. It shows that axial clearances of 
satellites and rotor decreasases under the influence of increasing the 
pressure drop ∆pi in the motor. Thus, the axial clearance compen-
sation unit in motor operating correctly and the increasing in actual 
working volume qr. may be caused by small stiffness of curvature, 
rotor and teeth in these elements (also in satellites).

The next consideration is the difference between the geomet-
ric working volume qg (34.44 cm3/rev) and the theoretical working 
volume qt (32.669 cm3/rev) derived from the test results. The rela-
tive difference is about 5.5%. Thus, this difference is not small. The 
geometric working volume qg results from the CAD drawing docu-
mentation. Satellite, curvature and rotor are made by wire electrical 
discharge machining method (WEDM method). They are made with 
some technological allowance for finishing treatment (lapping). The 
size of the allowance and the final geometrical dimensions after lap-
ping are not known – is the secret of the company manufacturing the 
satellite motors. Furthermore, there are clearances at the tops of the 
teeth in the satellite mechanism components. In effect is a certain vol-
ume included in the geometric working volume.  As a result, the geo-
metrical working volume of a satellite motor is smaller than that in the 
CAD documentation.

8. Conclusions
The new methodology for determining the theoretical and actual 
working volume of a hydraulic motor is presented in this article.

It has been shown that a simplified approach (consisting in ac-
cepting for calculations the flow characteristics as a function of the 
pressure drop ∆p measured in the motor ports and neglecting the 
liquid compressibility) to the calculation of the theoretical working 
volume qt of the hydraulic motor results in an overestimated value of 
this volume. For the motor presented in this article, the differences 
are as high as 6%. Thus, an overestimated value of the theoretical 
working volume results in overestimated volumetric efficiency and 
understated mechanical efficiency of the motor (calculated according 
to commonly known definitions, i.e. based on the theoretical working 
volume) (Fig. 17 and Fig. 18).

The article shows that for a satellite engine, for a theoretical work-
ing volume determined in a simplified manner (taking into account 
∆p), the volumetric efficiency is greater than one in the range of ∆p 
< 15 MPa (Fig. 17). Thus, it proves a considerable inaccuracy of the 
method known and used so far. To a lesser extent, the overestimated 
value of the theoretical working volume reduces the value of the me-
chanical efficiency. This efficiency is underestimated by about 3% 
(Fig. 18).

Therefore, in order to determine the correct value of the theoretical 
working volume of a hydraulic motor, an analysis of the flows in the 
motor as a function of the pressure drop ∆pi in its working chambers 
should be performed. In order to calculate the ∆pi (according to the 
formula (5)) it is necessary to determine the pressure drop ∆pich in the 
internal channels of the motor.

It has also been shown that when determining the theoretical work-
ing volume, the compressibility of the liquid should not be neglected. 
The flow rate Q(pH) corresponding the value of high-pressure pH in 
the working chambers should be used for calculations the theoretical 
working volume.

The test results also confirmed that the working volume increases 
if the pressure drop ∆pi in this motor increases (Fig. 16 and formula 
(22)). This working volume was called the actual working volume qr. 
It has been shown that the actual working volume qr should be taken 
to calculate the volumetric and mechanical losses and also the volu-
metric and mechanical efficiency of the motor.

In subsequent publications, the influence of the type of liquid on 
the value of the theoretical and actual working volume of the hydrau-
lic motor will be presented. Similar analyzes will also be carried out 
for the pump.
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1. Introduction
Anomaly detection is a fundamental technology to ensure the safety 
and reliability of systems. By analyzing the massive multi-dimension-
al data generated during the operation for system status monitoring 
and assessment can significantly improve the efficiency of system 
maintenance and reliability. However, there are still challenges in 
the current anomaly detection, such as the difficulty in distinguish-
ing normal and abnormal samples in historical data, which makes it 
very complicated to manually split enough normal data for training 
deep learning models. The extraction of anomaly-sensitive features 
from these collected multi-dimensional data also strongly depends on 
empirics, resulting in a time-consuming process and increasing uncer-
tainty. Therefore, it is necessary and valuable to propose a detection 
method that is capable of detecting under the anomaly-mixed data 
condition with automatic feature extraction.

Deep neural network (DNN) models are usually able to achieve 
higher detection precision compared to traditional machine learning 
(ML) models. Among previous approaches of unsupervised learn-
ing DNN models like Autoencoder [8] and its variants like VAE[11], 
DAE[21] and SAE[1] have made fruitful progress in anomaly detec-

tion field. For example, Zong et al. combined the Autoencoder with 
gaussian mixture model to jointly consider reconstruction error and 
the distribution of intermediate hidden layer’s variables for anomaly 
detection [25]. Li et al. combined the intermediate layer of a Varia-
tional Autoencoder with the reconstructed error for anomaly detection 
[13]. DNNs large-scale parameters and iterative optimization enable 
the models to obtain accurate representations by learning from deep 
relationships and patterns automatically in training data. However, the 
existence of abnormal samples in the training set will cause the model 
to deviate from the potential distribution or low-dimensional repre-
sentation of the normal samples since the data are not labeled, thus the 
model failing to precisely characterize the normal state and leading 
to inaccurate detection. Cheng et al. proposed a solution by using a 
combination of detection loss and reconstruction loss to optimize the 
learning process, reducing the model’s ability of reconstructing the 
outliers [4]. Some traditional ML models also have similar problems, 
such as the OCSVM suffering from the anomalies in training which 
lead to bias of the support vectors [20]. Guo et al. used LOF clus-
tering methods to preprocess the training data of OCSVM to reduce 
the influence of anomalous samples [7]. Most of the traditional ML 
based anomaly detection models are on the assumption that outliers 
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are the minority and distributed away from the center of dataset, such 
like the widely used method isolation forest proposed by Fei et al. 
[14, 15, 24]. In addition, the researches conduct detection from the 
perspective of distance [12], angle [9] and density [22] also achieve 
favorable results. However, when the abnormal data differ insignifi-
cantly from the normal data or under the complex data conditions, 
these methods can hardly achieve accurate detection by only using the 
superficial features on its specific perspective rather than analyzing 
the underlying patterns of the data like DNN methods. Therefore, this 
type of methods tends to require feature engineering to obtain suit-
able features for detection based on different business characteristics, 
which heavily relying on practitioner experience-based analysis. For 
example, Calheiros et al. encodes time as an additional feature 
in isolation forests anomaly detection [2]. Puggini et al. pro-
posed a dimension reduction method based on forward selec-
tion group analysis and used the processed features for isolation 
forest detection, which has superior interpretability compared 
to the traditional PCA [16]. 

To summarize, DNN with deep feature extraction capa-
bilities are sensitive to the purity of the training dataset, while 
some traditional ML models are not constrained by outliers in 
training but have difficulty in mining deep features and require 
manual feature engineering [3]. Thus, we attempt to combine 
the advantages of both, using the DNN approach for feature ex-
traction and the ML for anomaly detection. The rocket series 
methods are successful examples based on this concept, which 
have performed well on time series classification tasks in recent years 
[5, 6, 19]. The method extracts features through massive 1-D random 
convolution kernels and uses these features as a high-dimensional de-
scription of the original data, and then using a linear classifier to clas-
sify the descriptions. Overall, the framework can be regarded as a sin-
gle-layer convolutional neural network without feedback. Benefited 
from the random setting of the convolutional kernel parameters, the 
method avoids the back-propagation of the kernels optimization and 
achieve state of the art accuracy at a significantly reduction in time 
expense. Previous to the Rocket, feature extraction methods based on 
random convolution concept have been widely researched [1]. Jime-
nez et al. proposed a sequence similarity measure by convolving the 
target series with a random sequence [10]. In the study of Saxe et al., 
random convolution kernels are used in the feature extraction of imag-
es and the obtained features are used as objects for SVM classification 
[17], which indicates the possibility of applying random convolution 
methods on multidimensional objects. In the anomaly detection task 
of multidimensional time series, the fault pattern is complex includ-
ing the vary of the value and the relation of the features, therefore 
the extracted fusion feature is more sensitive in representation of the 
equipment status [3]. By the above studies we can conclude that the 
random convolution kernel has great potential of extracting features 
from different dimensions and scales, and the random setting of 
the convolution kernel parameters provides an automatic ap-
proach for feature extraction.

In this regard, we propose an unsupervised anomaly detection 
method that combines random convolution kernels with isola-
tion forest. To the best of our knowledge, few researches have 
utilized random kernels in anomaly detection task and combine 
these two methods. Specifically, we establish an initialization 
strategy for the parameters of the random convolution kernels, 
and generate feature series through sliding these kernels with 
dot production in the multidimensional sequence. To filter the 
invalid feature series during the generation, we propose a se-
lection method using time series decomposing algorithm. This 
method evaluates anomaly sensitivity of feature series by an-
alyzing the similarity of its split points, and the several most 
sensitive feature series are used as the object for isolation for-
est. The effectiveness of the proposed method is evaluated on a 
turbine engine simulation dataset and bearing vibration datasets 
with comparing to other anomaly detection methods.

2. Method
The framework of the proposed method is shown in Fig. 1. In the 
model initialization stage, the random convolution kernels are initial-
ized to generate massive feature series which describes the original 
data from different perspectives. Then the feature series selection 
method sorts the generated feature series by anomaly sensitivity and 
uses several most sensitive features as the detecting objects of the 
isolation forest. The anomaly threshold is set by the sample’s anomaly 
score given by the isolation forest. In the test phase, the feature series 
of the input data are generated by the kernels corresponding to the 
anomaly-sensitive features in the initialization, and anomaly detection 
is performed by the same isolation forest had been trained.

2.1.	 Feature series generation by random convolution ker-
nels

Random convolution kernel is similar to the convolution layer in the 
neural network, with the difference that the parameters of the former 
are randomly generated and the training process is not required. From 
the perspective of signal analysis, the operation of 1-D convolution 
kernel is similar to the wavelet analysis process, except that wavelet 
analysis uses a wavelet function, whereas the function of the random 
convolution method is a random sampling of specific distributions. 
Fourier transform is also commonly used in signal analysis, but it 
can only indicate the frequency characteristics of anomalous signals, 
while wavelet analysis can indicate the location of anomalies. By us-
ing wavelet functions with different parameters, wavelet analysis is 
able to extract signals of different frequencies [5]. The 1-D random 
convolution method is extended further on this basis, by randomly 
setting parameters like kernel weights, kernel length and dilation to 
extract many types of features at different frequencies and scales.

Intuitively, the occurrence of anomalies will inevitably lead to dif-
ferences in the time series at different frequencies and scales, which 
have been the object of previous researches by using traditional sig-
nal analysis methods. In multidimensional time series, anomalies also 
lead to variations in the relationship between different features. As an 
example, Fig. 2 depict a simple situation.

Fig. 1. Framework of the proposed method

Fig. 2. Anomalous patterns
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As shown in Fig. 2, the occurrence of an abnormality causes a 
change in the values of features x1, x2, with four different combination 
patterns. If summing the two signals in modes 1 and 3, and differenc-
ing the two signals in modes 2 and 4, the result of this kind linear com-
bination can enlarge the amplitude of value change between normal 
and abnormal state. Based on the above description, the proposed fea-
ture extracting method of 2-D convolutional kernel is depicted in Fig. 
3, where a large number of kernels with different parameters 
are successive sliding over the original data with dot produc-
tion to generate a sequence of features. The dot production over 
different dimensions can be regarded as a linear combination of 
the features extracted by multiple 1-D convolution kernels, and 
the result not only expresses the extracted features variation of 
individual dimension, but also takes into account the relative 
variation of features in different dimensions. The random set-
ting of the parameters of the convolution kernel implies the ran-
domization of the weights of features participating in the linear 
combinations, and by generating massive kernels will enable the 
method to obtain plentiful features from diverse perspective.

Massive convolutional kernels will be randomly initialized 

whether the detection object is 1-D or multidimensional time series. 
In kernels initialization, we referred to the Rocket [5] approach and 
proposed a 2-D random convolutional kernel initialization strategy for 
multidimensional time series anomaly detection tasks. Specifically, it 
can be divided in to shape initialization and weights initialization. 

The shape of the kernel is controlled by three parameters: its width 
is determined by the dimension of the input data, and its length is 
jointly determined by the original length and the dilation.

The original length of the convolution kernel is chosen randomly •	
with equal probability within a candidate set, and the candidate 
value depends on the type of signal and its frequency of the de-
tecting object. For signals with high frequency such as accelera-
tion sensors, a larger candidate value is usually given such like 
{10,20,40,80} , while for slowly varying signals with low fre-
quency such as temperature and pressure, a smaller candidate 
value is usually selected, such like{5,9,13,17} .
The dilation is sampled from an exponentially distributed se-•	
quence to acquire convolutional kernels with varying sparsity, and 
to avoid the convolutional kernels from being too sparse, we add 
a factor [0,1]α ∈  to control them. Let the length of the input data 

be inl , the original length of the convolution kernel be and rl , the 

dilation d  and the kernel length after dilation be kl .

	
2
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	 ( 1)k r rl l l d= + − × 	 (2)

The number of the dimension of original series participated in the 
linear combination of the kernel is controlled by the parameter m , 
which is an integer randomly sampled in the range [1, ]n , where n  

is the number of the original dimension of input data. Here only the 
number of selected dimensions is set, while the specific dimensions 
are randomly selected, so that convolution kernels with the same pa-
rameter m  will extract features from different combinations of di-
mensions. Fig. 4 depicts the role played by the above parameters in 
the convolution kernel.

The initialization strategy of weight largely determines the 
quality of the generated feature series. Operationally, the cal-
culating result of the 2-D kernel can be regarded as the linear 
combination of the results of 1-D kernel, as shown in Fig. 4. 
Reflecting on the weight matrix, the weight vectors of the 1-D 
kernel are arranged vertically on the matrix of 2-D kernel, and 
the diversity of linear combinations is achieved by assign-
ing different weights to each vector’s result. Let the length of 

the original kernel be rl  and the number of dimensions of the 
original data be n , from which m  dimensions are randomly se-
lected to participate in the operation. Suppose the weight matrix 
of 2-D kernel is denoted as , ,..., ( )1 2

T n lrW w w w w Rn
× = ⊂  , where 

, ,..., ( )1 2
lrw w w w w Ri i ili ir

 = ⊂   represents 1-D kernel’s weight 
vector. The specific weight initialization process can be divided into 
two steps, as follows:

Assignment of weights to the 1-D kernels in the linear (1)	
combination: The corresponding m  weights represent by

, ,...,1 2
u u uw w w wmu

 =   
, and we analyze the influence of the 

weights on the generated features series from data distribu-
tion. Assuming that the sequence of m  dimensions involved 
in the operation is [ ] ( ), ,..., , ,1 2X X X X X N um i ii σ=  , the 
distribution of the generated series X ′  can be described as 
follows:
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We limit that the weight vector uw  is sampled from the 
distribution ( 1 ,1 )U m m− , so that the variance of X ′  is 

2 2
1(1 ) m

iimσ σ=′ ≤ ∑ . This ensures that the variance of the gen-
erated series always smaller than the mean value of the vari-
ance of all the dimensions involved in the linear combination. 
Thus, avoiding the abnormal signal being swamped by the 
increasing variance. Meanwhile, checking whether the condi-
tion ( 0)uw ε ε< ≈∑  is satisfied, otherwise re-initialize uw . 
This constraint ensures that uw  is as even as possible over the 
positive and negative intervals and avoids assigning too much 
computational weight to single dimension in the linear combi-
nation.

Initialization of the weight vector of the 1-D kernel. The weight (1)	
vector iw  of the 1-D kernel corresponding to the dimensions 

Fig. 3.	 Random convolution kernel based feature extraction of multidimension time se-
ries

Fig. 4. Convolutional Kernel
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involved in the operation is sampled from 2( , )u
iN w σ . For 

the remaining unselected dimensions, the weight vectors are 
iw = 0 . Where the variance 2σ  is set to 0.01 in this paper. 

For the special case that the input data is 1-D series, the 2-D 
weight matrix of the kernel is taken to be compressed into one 
dimension by iw w= ∑ . The initialization of kernel weights 
is summarized in Algorithm 1.

Algorithm 1 Initialization of Kernel Weights

Input: Kernel length kl , Dimension of input data n , Number 
of dimensions involved in the operation m , Variance σ , Error 

( 0)ε ε ≈
Output: Weight Matrix w  

Initialize1:	 [1,2,..., ], [1,2,..., ], [1,2,..., ]uw n w m idx m  (array)
([0,1,..., ], )idx sample n m←2:	

 3:	 while True do

    4:	 w sample U m m mu ← −( )



( )1 1, ,  

    5:	 if uw ε<∑  then
        break6:	
    7:	 end if
 8:	 end while
 9:	 for 1i n= →  do
    10:	 if i idx∈  then

       11:	  2[ ] ( ( [ ], ), )u kw i sample N w i lσ←
    12:	 else
 13:	        [ ]w i ← 0
 14:	    end if
 15:	 end for 

return w

The preprocessing includes standardization to avoid the im-
pact of different units and padding to ensure the generated series 
by different kernels are aligned in time. On the assumption that 
there are no anomalies in the earlier data, for kernel of length 

kl  and dilation d , repeating the first ( 1)k kl l d+ − ×  in front 
of the input data to pad the sequence. During the convolution, 
the kernel slides over the preprocessed data and conduct dot 
production. For a n  dimensions, L  samples multidimensional 
time series 1 2[ , ,..., ] ( )T n L

nX X X X X R ×= ⊂ , preprocessed as 
X , kernel ( , )kK W l  produces a feature series T ′ :

	 [ , ,..., ]1 2T t t tL′ ′ ′ ′= 	 (4)

	 ,[ , ]1
nt w Xj j i i li j k′ = ∑ +=  	 (5)

If k  kernels are initialized, generation with X  produces a k-di-
mensional time series 1 2[ , ,..., ] ( )T k L

kT T T T T R ×′ ′ ′= ⊂ , each iT ′  repre-
sent a feature series generated by a specific kernel.

2.2.	 Abnormal sensitive feature series selection
The random initialization strategy of the parameters of the random 
convolution kernel can extract different features of the original data, 
but it will inevitably generate many irrelevant features at the same 
time. The isolation forest itself has a certain anti- irrelevant feature 
capability, but since the proportion of irrelevant features in the gener-
ated features is difficult to estimate, preprocessing the generated fea-
tures can further enhance the stability of the combined method. Since 
abnormal event cause changes in the content of series segments, we 
use the time series decomposing method, which split series into seg-
ments by its content, to obtain the split points caused by anomalies. 

By analyzing the similarity of the series split points distribution with 
that of anomalous split points, the anomaly-sensitivity of generated 
series can be evaluated and then sort the generated series with the 
sensitivity. In this section, we combine the relevant research on time 
series decomposition methods by Zhao et al. [23]. The feature series 
selection can be divided into three parts specifically: ①Converting 
the generated numerical series into symbolic series, which character-
ize the result of numerical analysis and describe the data in a more 
abstract way to facilitate the following content-based decomposition. 
②Using time series decomposing method to search the split points of 
each symbolic series and calculating the integrated distribution of all 
split points. ③Evaluate the anomaly sensitivity of the generated series 
by the similarity between the distribution of the split points of each 
sequence and the distribution of the integrated split points. Then rank 
the generated series based on sensitivity and select several top-rank-
ing series as the object of anomaly detection. The main framework of 
the method is depicted in Fig. 5, and the specific technical details are 
described in the following.

2.2.1.	Symbolic series conversion
Symbolic series describe the numerical series in a more abstract ap-
proach. In Zhao et al.’s study [23], he used a 1-D directional gradi-
ent histogram (HOG) to describe the shape character of the sampled 
sequences, and clustered the description vectors into a certain number 
of categories. The conversion of series from numerical to symbolic 
is accomplished by replacing the numerical values of subsequences 
using the labels of each category. In this paper, the description of the 
original series has been completed within the generation of feature 
series by random convolution kernel, which not only considers mul-
tiple dimensions but also avoid the limitation of specific description 
methods to describe different types of data. Among the description 
approaches of anomalies, the simplest form is to directly express them 
as numerical magnitudes rather than shapes or frequencies. Therefore, 

we only research the pattern that describe anomalies in numerical 
values by using the simplest equal-interval division method for sym-
bolic transformation of the series data. This method evenly divides 
the interval between maximum and minimum of the object sequence 
into n  segments and uses the symbols {1,2,..., }ic n∈  to describe the 
value falling in, thereby realizing the transition from the time series 

1 2, ,..., ( )L iT t t t t R= ∈  to the symbolic series 1 2, ,..., LC c c c= . The 
conversion process of T C→  is shown in Fig. 6.

Fig. 5. Feature series selection framework

Fig. 6. Equal-interval symbolic series conversion
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2.2.2.	Split points search
The purpose of the split points searching is to obtain the location of 
possible abnormality on the time axis. As above analysis, anomalous 
events can cause changes in the content of the series segments, which 
can be reflected as an increase in the disorganization of the symbol 
series C . And this disorganization can be quantified by using infor-
mation entropy. In the searching process, the location of anomalous 
events is obtained by the target that maximizing the information 
gain of each split point in series C , so that the character de-
scriptions within each segment are homogeneous and between 
segments are heterogeneous. This part refers to the search meth-
od for split points in the study of Zhao et al. which is briefly 
outlined below [23]. Specifically, the symbolic sequence C  
is recursively decomposed until all its subsequences reach the 
minimum length sl  or the number of split points reaches the 
limit β . Each split point s  cuts the parent sequence pC  into 
two subsequences { , }l rC C . Using the information gain as the 
criterion for the selection of the segmentation points ( , )pE s C∆
:

	 ( , ) ( ) ( ) ( )l r

p p

C C
p p l rC C

E s C E C E C E C
 

∆ = − + 
 

	 (6)

	 1( ) logn C C
i iiE C p p== −∑ 	 (7)

where C
ip  is the frequency of symbol i  in the sequence C . 

The split point with the maximum information gain is denoted 
by *s . The searching for best split points can be transformed 
into the maximization problem:

	 arg max{ ( , )}
p

p
s C

E s C
∈

∆ 	 (8)

And the weight *
pC

s
v  for the split point *s  is:

	
*

*( , )pC
p ps

v C E s C= ∆ 	 (9)

The split point search is summarized in Algorithm 2 [23].
Algorithm 2 Searching for split points

Input: Input series 1 2, ,..., LT t t t= , Limitation number of split 

points β , Minimum length of the subsequence sl
Output: Split points set S ,Weights of the split points V

Symbolic series conversion 1:	 T C→

Initialization set 2:	 { }, ,Q C S V= = ∅ =∅

 3:	 while Q ≠ ∅  do

    4:	 . ()pC Q dequeue←

    5:	 if p sC l<  then
        continue6:	
    7:	 else

 8:	        Obtain *s  of pC  according to Eq.(8), *. ( )S add s

        Obtain 9:	 *
pC

s
w  of *s  according to Eq.(9), *. ( )pC

s
V add v

        10:	 if S β>  then
 11:	            break
        12:	 end if

        13:	 . ({ , })l rQ Q enqueue C C←

    14:	 end if
end while15:	
return16:	  ,S V

Fig. 7 depicts the split points obtained by the above searching al-
gorithm, such as the distribution of split points (c), (e), (g) for feature 
series (b), (d), (f).

2.2.3.	Feature series ranking by anomalous sensitivity
As the generated feature series explain the anomalies in different per-
spective, the searched split points of each series are dominated by 
anomalies with varying strength. But the distribution of anomalous 
split points of different features series has similarity in location on the 
time axis since the anomaly is prevalent in all features. This similarity 
will be expressed as the density of split points caused by anomalies 
is higher than that caused by other reasons in the cumulative distribu-
tion among split points of all feature series, which is depict in Fig. 
7(h) by background color. As it shown that the high-density location 
of Fig. 7(h) is consistent with the position of the anomaly start in (a). 
On the other hand, when the part of the split points of a series are 
dominated by anomalies, its weights is also significantly higher than 
that of the points caused by other reasons within the series. And this 
can be found from the generated feature series in Fig. 7(b)(d), which 
can significantly distinguish normal data from abnormal data. In the 
distribution of its split points (c) and (e), the weight of the anomalous 
split points are significantly higher than that of the other points, which 
coincides with the peak of the cumulative weight and the high-density 
position in the integrated distribution (h). Comparing to the feature 
series (f), there is also a relative high weight of its point distribution 
in (g) might be dominated by other reasons, thus the distribution is 
not consistent with the integrated distribution, and the difference be-
tween normal and abnormal in (f) is relatively obscure. Together with 

Fig. 7.	Distribution of the split points location and its weight and density of 
part of the generated feature series. (a) is the input data. (b), (d), (f) 
are the feature series generated by random convolution kernel. (c), (e), 
(g) are the corresponding split points’ location and weights. (h) is the 
density (depict by background color) and weight (depict by vertical 
axis) and location (depict by horizontal axis) of integrated split points 
of all generated series
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the above two factors, the features with strong expression ability for 
anomalies have two characteristics: ① Its split points are distributed 
at the higher density locations in the integrated distribution. ② Its 
split points with high weight are also near the peak of the cumulative 
weight in the integrated distribution. Based on the above analysis, the 
task of evaluating the anomaly sensitivity of the feature series trans-
formed into measuring the similarity of the split point locations and 
weights to the integrated distribution.

Specifically, for a multidimensional time series 
1 2{ , ,..., }kMT T T T=  with k  features series, the correspond-

ing split points set is 1 2{ , ,..., }kMS S S S= , and by computing 
the concatenation of MS  to obtain the integrated split point set 

1 2 1 2... { ... }kS S S γ= ∪ ∪ ∪ = ∪ ∪ ∪   . The weight of the points 
in   is 1 2{ , ,..., }γ=    , where i  is the sum of the weights of split 
point i  in each set of MS :

	
ii i j
j

i S V∈ ∩ ∈= ∑   	 (10)

where 
i
jV


 is denoted as the weight value corresponding to the split 

point i  of j , and 0
i
jV =


 when i  does not exist in the jS . The 

frequency of each split point in   is denoted as 1 2{ , ,..., }γ=    , 
where i  is the frequency of i  occurring in all split points set MS :

	 ( ) 11
i i j

k
i jS j S∈ ∩ ∈ == ∑ ∑   	 (11)

Kullback-Leibler (KL) divergence can measure the extent of one 
distribution explains the other, which can be interpreted as the similar-
ity of one distribution to the other, but it is asymmetric. In this study, 
we modify the discrete KL formula to jointly consider the split point 
weights. Using the factor iρ  to represent the similarity between the 
distribution of split point set iS  of feature series ( )L

i iT T R∈  and the 
integrated distribution  :

	
1 logj j

j j
j

i

i j
i

v p
p

v
γρ == ×∑ ∑


 

 


	 (12)

where 
1 2

{ , ,..., }i i i
iV v v v

β
=     is the weight of the split point in iS  , 

and 1 /
j

p L= . Intuitively, the second part of the equation is the tra-
ditional discrete KL. The explanation for the value of j

p : For a time 
series with L  samples, the probability that any point is selected as a 
splitting point is 1 / L . Calculating the KL can be understood as the 
process of sampling each point in the point set  , which explain the 
second part of the Eq.(12).

The first part of the Eq.(12) considers the weights of the split 
points. The higher the ratio of the weight j

iv  contributes among the 
sum of the weights iV∑  of the series iT , the greater the difference 
between the data segments before and after the point j . This ratio is 
then multiplied with the accumulated weight j

 , indicating that only 
if other features also have high weights at split point j , then the ra-
tio can contribute more similarity to integrated distribution. Thus, the 
similarity factor iρ  accounting more for the prevalence of different 
feature series that all occur numerical changes at point j . The tra-
ditional KL is numerically non-negative, but in Eq.(12), the meaning 
of its value is modified so that the first part of the equation is always 
greater than 0 and the larger the value, the more similar the weights of 
the two distributions are, while the second part is always smaller than 
0. Therefore, factor ρ  is a negative value. And the smaller the value, 
the more similar the two distributions are, signifying that the split 
point distribution of the series is similar to the anomaly distribution, 

which also means that the series has stronger anomaly sensitivity. Al-
gorithm 3 summarizes the above description.

Algorithm 3 Feature selection method

Input: Multivariate time series 1 2{ , , ..., }kMT T T T=  
Output: Sorted multivariate time series 1 2{ , ,..., }kMT T T T=

 Initialize the set 1:	 , , , , ,S V ρ= ∅ =∅ =∅ =∅ =∅ =∅  
 2:	 For 1i k= →  do

         Searching split point of 3:	 iT  according to Algorithm2, 

         4:	 , Algroithm2(T )i i iS V ←  

    5:	 . ( ),  . ( ),  i i iS add S V add V S← ∪ 
 6:	 end for
 Obtain 7:	   from , ,S V according to Eq.(10)
 Obtain 8:	   from ,S according to Eq.(11)
 9:	 For 1i k= →  do

   Obtain 10:	 iρ  from , , , ,S V   according to Eq.(11),  

         . ( )iaddρ ρ
 11:	 end for
 Sort 12:	 MT  according to ρ , obtain 1 2{ , ,..., }kMT T T T=
 13:	 return 1 2{ , ,..., }kMT T T T=

The above analysis demonstrates that the impact of anomalous 
events on all generated features is prevalent, so the feature selection 
method can capture this factor and rank feature series according to 
anomalous sensitivity, which signifies that the method is based on the 
assumption that the anomaly is exist. When there are no anomalies in 
the data, the feature series will be sorted with other factors that domi-
nate split points, but this kind of obvious consistency is practically 
impossible in the condition, since these series descript the input data 
on different perspective. Therefore, the ranking results have limited 
impact to subsequent anomaly detection in this situation. The num-
ber of finally selected features series is not specified in this section, 
since the proportion of irrelevant features generated by the random 
convolution kernel is not controllable, and the purpose of the feature 
series selection aims to further reduce the risk of isolation forests be-
ing affected by irrelevant feature series. The several top rank series, 
obtained by ranking according to the similarity of the distribution of 
split points and integrated split points, consider the significant varia-
tion in all series comprehensively, which means these series contain 
the most information embedded in the rest features series. Therefore, 
a wide range of the specific number of the selected feature series can 
be chosen. In this paper, a precise number is obtained by the balance 
between the detection result and number of redundant feature series 
in the Section 3.3.2.

2.3.	 Isolation forest anomaly detection
Isolation forest assumes that the anomalies locate far from the center 
of the dataset with sparsely distribution, and using tree method by 
randomly select the feature and split point in leaf node to isolate the 
anomalies which usually have a short split path, as in Fig. 8 [14]. 
Without the feedback from the training set to update the parameters, 
isolation forest has limited sensitivity to the outliers in the training set. 
The method has linear time complexity which is suitable for multidi-
mensional data with large volumes and with its excellent performance 
it is popularly used in industrial application.

The random process of tree node attributes equipped the method ro-
bustness to noisy features in the high-dimensional data. However, the 
number of interfering features in multi-dimensional series generated 
by random convolution kernel is difficult to estimate, and the exces-
sive amount nonsense features will result unstable in detection result. 
By the propose feature series selection method to preprocess the mas-
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sive series can enhance the robustness of the isolation forest in the in-
put side. Let the m  be the number of feature series which are selected 

in the rank in Section2.2.3, the L  samples selected feature series are 

represented by [ ]1 2 1 2, ,..., ,  , ,..., , T
m i i i iLM T T T T t t t = =  , then the 

detection object can be represented by 1 2, ,...,j j j mjX t t t =    .

3. Experimental results
In this paper, we conduct evaluation in three datasets, which include 
two different data types and varying dimensions to test the effective-
ness of the method. And the proposed method is compared with tradi-
tional methods under the same data conditions.

3.1.	 Dataset
The three datasets used in this paper are the turbine engine simula-
tion dataset and the public bearing vibration dataset. Among them, 
the simulation data of the aero-engine is generated by the GSP soft-
ware, which is sampled at a low frequency (HZ). The bearing vibra-
tion dataset includes bearing failure data from Case Western Reserve 
University (CWRU) (https://engineering.case.edu/bearingdatacenter/
welcome) [18] and bearing degradation data provided by NASA 
(http: //ti.arc.nasa.gov/project/prognostic-data-repository) which are 
sampled in high frequency (kHz). The details of the dataset are shown 
in Table 1.

The detail of the dataset is as follow:
Gas Turbine Simulation Dataset: Gas turbine Simulation Program •	
(GSP) is a software that can simulate various parameters of tur-
bines engine and is often used to assist in structural design and op-
erating condition analysis. Since it is difficult to consistently col-
lect operating data under fault conditions in practical, this study 
uses efficiency degradation at the inlet fan as an abnormal event 
and simulates abnormal data at five different degradation rates 
by GSP. The generated dataset includes a total of 24 dimensions 
(sensors) such as temperature, pressure, air flow and thrust. The 
simulation model and generated data of Dataset1 is shown in 

b)

a)

Fig. 8.	 Isolation forest anomalies detection: a) Isolation of normal point  ix , 
b) Isolation of outliner  ox

Table 1.	 Statistics of the datasets

Dimension Name Type Length Anomaly ratio Degradation rate

Gas Turbine Simulation 
Dataset
(GSP)

24

#Dataset1
train 500 10%

4%
test 120 16.67%

#Dataset2
train 500 10%

2%
test 120 16.67%

#Dataset3
train 500 10%

1%
test 120 16.67%

#Dataset4
train 500 10%

0.50%
test 120 16.67%

#Dataset5
train 500 10%

0.25%
test 120 16.67%

#Dataset6
train 500 15%

0.50%
test 400 25%

#Dataset7
train 500 15%

0.25%
test 400 25%

Bearing Failure Dataset 
(CWRU) 1

#Dataset8
train

5000 20% -

test

#Dataset9
train
test

#Dataset10
train
test

Bearing Degradation 
Dataset (NASA) 4 #Dataset11

-
984 46.14%

-
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Dataset1 has the largest degradation rate among all the simu-
lation datasets, and it can be seen from Fig. 9(b) that the differ-
ence between normal and abnormal is relatively obvious. The 
normal data are sampled from the engine operating under no 
degradation, and the abnormal data are sampled under the ef-
ficiency is degraded by 4% in the fan inlet. The simulation da-
taset is used to test the effectiveness of the proposed method on 
multi-dimensional data sampled at a low frequency.

Bearing Failure Dataset: Consists by concatenation of nor-•	
mal and abnormal data from the same operating conditions 
in the original dataset. Abnormal events including inner 
race, outer race and ball damage. The dataset contains only 
one dimension, which is the sensor at the drive-side of the 
equipment. The dataset is used to validate the effectiveness 
on one-dimensional high-frequency signals.
Bearing Degradation Dataset: In this dataset, four vibration sen-•	
sors were used to measure the vibration of four bearings respec-
tively and recorded the degradation process collectively, where 
the degradation of each bearing was inconsistent. We analyzed the 
abnormal starting points of the dataset and labeled all the succeed-
ing data as abnormal. The dataset is used to test the effectiveness 
on multidimensional high-frequency signals.

3.2.	 Evaluation Metrics

This paper considered precision , recall  and 1F score  for anoma-
lous samples to evaluate the performance of the methods. The anom-
aly detection algorithm usually provides the anomaly score for each 
sample. Thus, the threshold setting determines the result of the de-
tection. In order to focus on the performance of algorithm itself, we 
set the anomaly threshold directly by the proportion of anomalous 
samples in each training dataset. For example, the percentage of outli-
ers in the training set of Dataset1 is 10%, then the top 10% of samples 
with the highest abnormal scores given by the detection method will 
be marked as abnormal and the smallest score among them is set as 
the threshold for test set. However, in practical the proportion of ab-

normal is not known in advance, so we also use receiver operat-
ing characteristic (ROC) curve and the area under curve (AUC) 
to avoid the influence of the threshold setting. In addition, we 
repeat each test for several times to obtain the average perfor-
mance to avoid the effect of randomness.

3.3.  Analysis and Test
Initialization parameters of random convolution kernels: The 
number of convolution kernels is set to 1000. For the gas turbine 
simulation dataset, which is sampled by a low frequency, the set 
of the original kernel length candidates is set to [2,3,4,5,8] , for 
the CWRU bearing data is set to [8,15,30,50,80,100] , and for 
the NASA bearing degradation data set to . These two sets of vi-
bration data are sampled at a higher frequency, so a larger origi-
nal length of the kernel is considered. The number of features 
series participate in each kernel, that is parameter  in section 2.1, 
is chosen randomly among . The dilation controller  in Section 
2.1 is set to 0.2. The top 10 features in the anomaly sensitivity 
rank are selected for all datasets to isolation forest according to 
the analysis in Section 3.3.2. The number of random trees in the 
isolation forest is set to 100.

3.3.1.  Effectiveness of feature series selection
In the first part of the experiment, we validate the proposed fea-
ture filtering method. Taking the Dataset5 as an example, the 
filtered features obtained by the proposed method in section 2.2 
are shown in Fig. 10.

As shown in Fig. 10(b), the nonsense feature series among the 
massive generated series are ranked in the bottom and anomaly 
sensitive feature series are ranked in the top, which proves that 

the method is capable of evaluating anomaly sensitivity. Although 
there might be a few series ranked in a wrong position, since the ob-
ject of subsequent anomaly detection is a pack of several feature se-
ries with high ranks, which impact on the final result can be ignored. 

Dataset5 and Dataset7 has the lowest degradation rate in the simu-
lation thus the outliers are similar to the normal data. We assess the 
performance in separating abnormal and normal data of the proposed 
method by using the t-SNE to visualize the low-dimensional distribu-
tion of the original data and the top 5 generated anomaly-sensitive 
data in these two datasets, and the results are shown in Fig. 11.

As depicted in Fig. 11(a)(c), the distributions of normal and abnor-
mal data in the original data are overlapped and hard to separate. After 
processing of random convolution kernel and anomaly sensitivity se-
lection, the normal and abnormal data are clearly separated, as shown 
in Fig. 11(b)(d), indicating that feature series obtained are with high 
sensitivity to abnormalities.

3.3.2.	Parameters impact on the detection result
In the second part of the experiment, we analyze the effect of the key 
parameters of the proposed method on the detection result, as shown 

Fig. 9.	 GSP model and data generation: a) GSP simulation model, b) GSP simulation 
data

Fig. 10. Features series generated by random kernels and anomaly-sensitivity rank
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in Fig. 12. In the test to analyze the impact of the number of convo-
lutional kernels on the detection results, only the top 5 feature series 
are selected as the detection object and the reason is that using fewer 
features makes it more evident that the change in the detection result 
comes from the anomalous expressing ability of the generated series. 
In Fig. 12(a), as the number of convolutional kernels increases, the 
values of  and  gradually raise and the variance gradually decreases 
until reaching a steady state after kernels exceed 100. From this, it 

can be concluded that increasing the number of kernels can increase 
the probability of obtaining anomaly-sensitive series and improve the 
stability of detection result, but the boosting effect will touch a ceiling 
after a specific number of kernels. Fig. 12(b)(c) provide the analysis 
of the impact of the number of selected series used in isolation forest 
on the results and the impact of the proportion of invalid series among 
the selected series on the results, respectively.

Table 2.	 Comparison between proposed method and baselines (AUC)

ECOD COPOD ABOD CBLOF HBOS KNN PCA OCSVM Auto
Encoder

Ablation Experiment

Isolation
forest

Proposed
method

Dataset1 0.9265 0.9830 0.9119 0.7881 0.9400 0.9875 0.9850 1.0 0.7865 0.9751 1.0

Dataset2 0.7625 0.8465 0.8525 0.9890 0.8015 0.9395 0.8285 0.9450 0.7780 0.9159 0.9991

Dataset3 0.6715 0.6930 0.8950 0.9919 0.6825 0.9875 0.7160 0.9625 0.8007 0.9239 0.9999

Dataset4 0.5480 0.5300 0.9500 0.9329 0.5675 0.9565 0.5935 0.8830 0.8513 0.8620 0.9807

Dataset5 0.5235 0.5540 0.8985 0.7510 0.5370 0.9420 0.5435 0.7975 0.9768 0.7792 0.9914

Dataset6 0.5369 0.5609 0.8215 0.8880 0.5400 0.8887 0.5683 0.7314 0.6004 0.7884 0.9630

Dataset7 0.5226 0.5078 0.8179 0.7532 0.5167 0.9010 0.5374 0.7375 0.8422 0.7150 0.9687

Dataset8 0.9137 0.8898 - 0.8005 0.8041 0.9063 0.6039 0.9156 - 0.9140 0.9957

Dataset9 0.7262 0.7206 - 0.6566 0.7210 0.7056 0.6634 0.7171 - 0.7246 0.9339

Dataset10 0.9056 0.8532 - 0.8820 0.6502 0.8966 0.6404 0.9052 - 0.9053 0.9983

Dataset11 0.6274 0.7764 0.8862 0.8005 0.7597 0.9178 0.5027 0.5334 0.5768 0.9036 0.9683
Note: The ABOD and Autoencoder can only be used for multi-dimensional data, thus, there is no result in the Dataset8~ Dataset10 which are one-dimensional dataset

a)

c)

b)

d)

Fig. 11.	 Comparison on low dimensional distribution of original data with selected generated series data: a) Dataset5 original distribution, b) Dataset5 selected 
series distribution, c) Dataset7 original distribution, d) Dataset7 selected series distribution



Eksploatacja i Niezawodnosc – Maintenance and Reliability Vol. 24, No. 4, 2022 767

From the Fig. 12(b), it can be found that the detection accuracy 
raises with the increase of the number of selected series. When the 
number of selected series exceeds 5, the change rate of  and  are less 
than 3.17% and 0.4% respectively, and the variance of both are slight-
ly reduced. It indicates that using only a few series in the top of the 
anomaly-sensitive rank can significantly distinguish normal data from 
abnormal, meanwhile the increase in the number of selected series can 
improve the stabilization of the detection. Therefore, the number of 
the selected feature series in the study is set to 10 to avoid excessive 
information loss and feature series redundancy in detection object. 
Fig. 12(c) record the impact of proportion of invalid series, and the 
experiment is conducted by combining top 5 series and some invalid 
series at the bottom of anomaly sensitivity rank to be the detecting 
object of the isolation forest. As it depicted, the detection result is 
relatively stable when the proportion of invalid series is in the range 
of 0%-100%, which is mainly contributed by the robustness of the 
isolation forest. As the proportion continually raise,  drops to the un-
acceptable points. The main reason is that the massive invalid series 
cover the abnormally sensitive series, distract the tree-building proc-
ess of the isolation forest, leading to the almost useless result. Com-
bining the above analysis can conclude that the proposed method has 
strong robustness.

3.3.3.	Comparing with other methods
We compare the proposed method with the commonly used anomaly 
detection algorithms, and the ablation experiment is also conducted to 
verify the effect of the random convolution kernels. The programs of 
common anomaly detection algorithms are provided by the anomaly 
detection package named pyod (https://github.com/yzhao062/pyod). 
Among them, we fine-tune the structure and parameters of the Au-
toencoder to ensure the net can fit the training data and reach a steady 
state.

Table 2 records the  of methods applied in each dataset. The best •	
records are marked in bold.
Fig. 13 records ROC curve of each dataset, which are plotted base •	
on the anomaly scores provided by each method.
Fig. 14 record the impact of the rate of the degradation on the •	
result. The degradation rate of Dataset1~Dataset5 varying from 
4% to 0.25% with the difficulty of detecting abnormal gradually 
increase.

As shown in Table 2, the ABOD, CBLOF and KNN achieve rela-
tively high  on Datasets1~7, exceeding the isolation forest, while on 
Dataset8~11, the result of ECOD, OCSVM and isolation forest are 
close. The performance gap indicates that different methods have dif-
ferent applicability on different data types. But the proposed method 
benefits from the cross-dimensional and multi-scale feature extrac-
tion ability of the random convolution kernel, which can effectively 
process data of different frequencies, and achieve superior detection 
results on both data types. It can also be found in the ablation experi-

ment that the combination of the random convolution kernel greatly 
boosts the detection effect of the isolation forest.

The ROC curves depicted in Fig. 13 visualizes the performance in 
separating the abnormal from the normal by using the anomaly scores 
of each method. It can be found that under almost all of the false posi-
tive rates the accuracy of proposed method surpasses the others. (a) 
Impact on precision

Fig. 14 shows that most anomaly detection algorithms gradually 
lose its ability to identify outlies as the degradation rate decreases. 
Among them, the precision of KNN on some datasets is close to the 
proposed method but the recall is inferior, indicating that using Eu-
clidean distance to measure the difference between normal and ab-
normal of these datasets is not accurate enough. As the dimension 
increased, the KNN has the risk of distance failure, which will lead to 
a further decline in detection effect. The performance of ABOD sug-
gests that the perspective of angle is also inappropriate to distinguish 
outliers. The CBLOF detects abnormalities from data density, and its 
performance is close to the proposed method when abnormalities are 
more apparent in Dataset2 and Dataset3, but declines significantly as 
the degradation rate decreases. The stability of precision and recall 
of the proposed method outperforms others, and the decline is much 
smaller than isolation forest used alone, which can prove that the fea-
ture series calculated by random convolution kernel and feature selec-
tion are more stable in anomaly expression.

4. Discussion
The methods performance by training using normal samples only is 
discussed in this section. It can be found in Table 2 that Autoencoder of 
DNN method performs poorly among these datasets, which probably 
caused by the mixture of anomalies in the training set. Therefore, we 
choose the Autoencoder to the comparison with the proposed method. 
The validation strategy is as follow: Firstly, training the both methods 
with pure normal data in training set of Dataset1~7, then testing the 
model using the complete training dataset to set the anomaly threshold 
according to its percentage of anomalies, and finally evaluating it on 
the test dataset. The  of the Autoencoder and the proposed method are 
shown in Table 3, and the best records are marked in bold.

As shown in Table 3, the Autoencoder obtains the priority on six 
datasets, meanwhile the proposed method is close to its  with a maxi-
mum fallback of 0.09%. Comparing to the condition that the models 
trained by abnormal mixed datasets, the performance of Autoencoder 
decreases significantly while the proposed method only decreases 
by 3.61% at the maximum. This result confirms the aforementioned 
analysis that when the training samples are mixed with abnormal data, 
the DNN models will indiscriminately learn and reconstruct the nor-
mal and abnormal data due to its powerful fitting ability, thus causing 
deviation in representation of the normal samples and leading to the 
poor performance. From the comparison, we can conclude that the 
proposed method is less sensitive to the purity of the training data. 
Considering that the desirable pure training dataset is difficult to ob-

Fig. 12. Impact of key parameters on the result
a) Impact of the number of kernels b) Impact of the number of selected series c) Impact of the proportion of invalid series
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tain in practical, the proposed method is more suitable for realistic 
scenario.

4. Conclusions
In this paper, we propose an anomaly detection method combining 
random convolution kernel and isolation forest. The method consists 
of three parts: feature series generation with random convolution ker-
nel, feature filtering based on time series decomposing and anomaly 

Fig. 13. ROC curve of all methos in each dataset

Fig. 14 Impact of the rate of the degradation: a) Impact on precision, b) Impact on recall

(

b)a)
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detection by isolation forests. The first two part combined as an au-
tomatic feature generation method alleviates the reliance of manual 
feature engineering, and the generated anomaly sensitive feature se-
ries enhances the isolation forest performance the on anomaly-mixed 

data conditions. The main contributions of the research are that: (1) 
We apply the concept of random convolution kernel to the anomaly 
detection task and established the initialization strategy of kernel pa-
rameters. (2) We propose a feature series selection method based on 
time series decomposing, and achieve automatic anomaly-sensitive 
feature series generation by combining it with random convolution 
kernel. In the experiment the proposed method outperforms the other 
commonly used methods on different types of data, providing a new 
solution to the unsupervised anomaly detection problem.
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Table 3.	 Performance comparison on pure and mixed training 
dataset (AUC)

Datasets

Pure normal
training dataset

Abnormal mixed
training dataset

Autoencoder Proposed
method Autoencoder Proposed

method

Dataset1 1.0 1.0 0.7865 1.0

Dataset2 1.0 1.0 0.7780 0.9980

Dataset3 1.0 1.0 0.8007 0.9997

Dataset4 0.9994 0.9939 0.8513 0.9782

Dataset5 0.9995 0.9993 0.9768 0.9895

Dataset6 1..0 0.9991 0.6004 0.9630

Dataset7 0.9973 0.9988 0.8422 0.9687
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1. Introduction
Maintenance can restore aging systems to better condition and extend 
the system’s life and is a crucial factor affecting industrial, military, 
and aerospace development. In many industrial and military applica-
tions, systems usually perform a sequence of missions with a finite 
break between two adjacent missions. Maintenance of the equipment 
is essential [39]. Maintenance actions can be performed during the 
break to guarantee the reliability of system successfully completing 
the next mission during subsequent production or missions. However, 
due to limited maintenance resources (time, manpower, spare parts, 
etc.), it may be impossible to perform maintenance on all components. 
Therefore, only some of the system components can be maintained 
during the limited break so that the reliability of the system meets the 
requirements or is maximized to complete subsequent production or 
missions successfully. In this case, managers need to decide which 
components to maintain based on the actual situation, rather than al-
ways following a fixed schedule for all components [4]. This mainte-
nance strategy is known as selective maintenance.

Selective maintenance is vital in balancing limited maintenance re-
sources with system performance. Rice et al [37] first introduced the 

selective maintenance problem by considering only one maintenance 
action to replace the failed components, assuming that all components 
are identical and that the lifetime follows an exponential distribution. 
Since 1998, many researchers have studied selective maintenance. 
Cassady et al [7] extended the model in Rice et al [37], assuming 
that the component life obeys Weibull distribution and considers three 
maintenance actions: minimal repair, preventive replacement and cor-
rective replacement, and takes the total maintenance time as the con-
straint to maximize the reliability of the system successfully complet-
ing the next mission. Rajagopalan et al [36], an improved enumeration 
method was used to solve the selective maintenance problem with the 
constraints of total maintenance time and cost and the objective func-
tion of maximizing the next mission reliability of the system, which 
improves computational efficiency. Xu et al [44] further improved the 
enumeration method based on Rajagopalan et al [36], significantly 
reducing the number of candidate solutions and improving computa-
tional efficiency. When the scale of the system is large, the number of 
different components of the system and the number of maintenance 
actions increase. The enumeration method does not apply to selective 
maintenance problems with large and complex solution spaces when 
the number of feasible solutions grows exponentially. Lust et al [27] 
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studied a multi-component system with a series-parallel general struc-
ture and proposed a selective maintenance optimization method based 
on a heuristic algorithm, which has a better solution efficiency and 
promotes the optimization of the selective maintenance model. For 
the time being, only three maintenance actions were considered in the 
above study, and imperfect maintenance was not considered. Howev-
er, in reality, imperfect maintenance is more realistic in engineering. 
Therefore, some researchers gradually considered imperfect mainte-
nance [11, 19, 33]. Pandey et al [33], it was proposed that introduc-
ing imperfect maintenance can describe the decision problem more 
accurately and was more in line with practical applications. Among 
other works, Diallo et al [11] was first to propose a selective mainte-
nance model for large k-out-of-n systems and an improved two-stage 
approach to improve computational efficiency, and Khatab et al [19] 
considered the stochastic of maintenance action quality.

Various uncertainties are inevitable in maintenance decisions of 
engineering systems, and ignoring these potential uncertainties may 
lead to inefficient optimization decisions, and the system may face the 
risk of not completing the mission [49]. Current studies on selective 
maintenance problems assume mainly deterministic values for break 
duration. In practice, unexpected events may lead to early termination 
or continuation of the mission, resulting in an increase or decrease in 
the break duration. For example, delays in flight departures or ship 
departures due to weather can lead to increased break duration. In the 
military, the time of the next mission start cannot be accurately deter-
mined, so the break between two adjacent missions is also uncertain. 
In similar situations, the break duration should be a random variable 
that obeys an appropriate distribution. Other literature [17, 18, 20, 
25] considered the stochastic break duration with the decision goal of 
reducing maintenance resources. Zhao et al [48] considered stochastic 
mission time and multiple maintenance workers with different capaci-
ties. However, in many engineering practices, when maintenance re-
sources cost, time, and manpower are limited, selective maintenance 
problems are often aimed at maximizing the reliability of system suc-
cessfully completing the next mission rather than minimizing mainte-
nance resources [6].

In recent years, selective maintenance optimization problems have 
been intensively studied. With the increasing complexity of selective 
maintenance optimization models, some advanced intelligent optimi-
zation algorithms, such as particle swarm algorithm [28], artificial 
bee colony [10], ant colony algorithm [25, 40], and genetic algorithm 
[5, 13, 43] have been widely adopted. As the scale of the system be-
comes larger, the factors considered become more comprehensive. 
Therefore the solution of large-scale selective maintenance decision-
making problems poses new challenges, and the efficiency of opti-
mization algorithms and global optimization capabilities need to be 
further improved [8]. Reinforcement learning belongs to machine 
learning methods, which have attracted more and more attention from 
researchers in solving decision problems [22]. Some reinforcement 
learning algorithms can be explored to obtain immediate payoffs and 
then select appropriate strategies to obtain the optimal solution of the 
model [14]. In recent years RL is effective in decision performance 
and computational efficiency. Other heuristic solution methods con-
tinuously iterate the algorithm randomly on the feasible solution space 
until the best solution is obtained or the number of iterations reaches 
the maximum. It may lead to problems such as complex model solv-
ing and limited computational efficiency [39]. In contrast, in RL, the 
agent continuously learns from each iteration and, in return, improves 
the result of the next iteration based on the previous one, and the op-
timal solution converges faster, thus improving the computational ef-
ficiency [31]. Although RL methods have been successfully applied to 
different problems and have significant advantages, they have not yet 
attracted sufficient attention in selective maintenance optimization.

In summary, this paper proposes a new selective maintenance 
model that considers the stochastic break duration. To maximize the 
reliability of the system successfully completing the next mission, 
each component has multiple optional maintenance actions, including 

minimal repair, imperfect maintenance, and replacement. The selec-
tive maintenance decision problem is modeled as a Markov decision 
process (MDP), and a RL approach is proposed to solve the model.

The rest of this paper is presented as follows. Section 2 is the re-
lated work about RL in other maintenance areas. Section 3 is the prob-
lem description and basic assumptions and describes the evaluation 
of imperfect maintenance and system reliability based on the Kijima 
type Ⅱ model. Section 4 presents the selective maintenance model 
and the solution method of this paper. Three case studies are given in 
Section 5 to verify the accuracy of the model and the validity of the 
method. Finally, a summary and an outlook for future works are given 
in Section 6.

2. Related work
The main objective of selective maintenance optimization is to maxi-
mize the reliability of the system successfully completing the next 
mission. As the number of components and optional maintenance ac-
tions increases, traditional solution methods may have the problems 
of difficult model solving and limited solving efficiency. In recent 
years RL has become an effective method for solving complex deci-
sion problems. RL has been applied to solve various decision prob-
lems such as scheduling, manufacturing and maintenance. In this sec-
tion, we briefly review the work of RL in other maintenance areas and 
selective maintenance.

Nooshin et al [47] proposed a dynamic condition-based mainte-
nance (CBM) model that considers components subject to degrada-
tion and random shocks. Instead of discretizing the degradation state, 
the exact degradation level was considered as the state of the system, 
and finally deep reinforcement learning (DRL) was used to derive the 
optimal maintenance action for each degradation level. Mahmoodza-
deh et al [29] studied CBM of dry gas pipeline and proposed a test 
bench to simulate pipeline corrosion while interacting with the RL 
to adjust the maintenance action and minimize maintenance costs. 
Peng et al [35] considered that RL can be effective in solving MDP 
problems with large state spaces, and models the CBM problem as a 
discrete-time continuous-state MDP rather than a discrete system with 
deterioration conditions. An RL algorithm was proposed to minimize 
the long-run average cost, and a Gaussian process regression func-
tion was used to model the state transfer and the value functions of 
the states in RL. Stephane et al [2] used MDP to model preventive 
maintenance for equipment consisting of multi-non-identical compo-
nents with different probability distributions of failure times, which 
has the advantage of not requiring to estimate the main parameters of 
the model. Finally, the optimal strategy was solved using Monte Carlo 
reinforcement learning, which was not restricted by mathematical for-
mulas. Huang et al [15] formulated the preventive maintenance(PM) 
decision for serial production lines as an MDP framework, considered 
the system production loss, and used DRL to solve the optimization 
model.

In addition to the above maintenance optimization, there are also 
some applications of RL for decision optimization problems. Andri-
otis et al [1] considered that in engineering systems management de-
cisions can be made with MDPs or partially observable MDPs. For 
large multi-component systems, the number of system states and 
actions grows exponentially with the number of components, and it 
is difficult to characterize the environmental dynamics of the whole 
system, which can only be obtained by expensive numerical simula-
tors. Therefore, a DRL algorithm was proposed to obtain an effective 
life cycle strategy. Ruan et al [38] studied the aircraft maintenance 
routing problem, where the objective was to generate maintenance 
feasible optimal routes for each aircraft under the constraints of maxi-
mum flight time, limitation on the number of takeoffs between two 
consecutive maintenance checks, and labor capacity maintenance. 
An RL approach was developed to solve the problem, by compar-
ing with common optimization software, RL can solve the problem 
quickly and efficiently. Panagiotis et al [34] studied the maintenance 
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problem of a stochastic production/inventory system producing a sin-
gle type of product, maximizing the total profit of the system when 
maintenance and repair duration as random variables. The commonly 
used dynamic programming methods were not suitable for solving the 
problem discussed in this paper, so a RL approach was proposed. Hu 
et al [16] proposed an RL framework with extreme learning machine 
optimization algorithm for aircraft life cycle maintenance, consider-
ing engine lifetime, performance degradation and random failures. It 
was found that the RL-driven maintenance strategy have a advantage 
compare to the CM, schedule Maintenance and prognostics and health 
driven strategies.

According to the above reviews, RL is effective in decision per-
formance and computational efficiency. To the best of our knowledge, 
the proposed approach is novel in dealing with the single-mission se-
lective maintenance problem.

3. Problem statements

3.1.	 Selective maintenance problem description for multi-
component systems

In many military and industrial environments, systems are scheduled 
to perform multiple sequential missions with a finite break between 
two adjacent missions. Maintenance actions can be performed during 
the break to restore the aging system to a better condition 
for subsequent missions. However, due to the constraints 
of maintenance resources such as time and manpower, 
it may not be possible to perform maintenance on all 
components and select only some for maintenance de-
pending on the situation. The basic process of selective 
maintenance decisions with stochastic break duration is 
shown in Fig. 1. As shown in Fig. 1, scenario 2 has a 
longer break compared to scenario 1, and only mainte-
nance action 3 is not completed. And in scenario 1, both maintenance 
actions 2 and 3 are not completed.

Fig. 1.	 Schematic diagram of selective maintenance decisions with stochastic 
break duration

To describe the selective maintenance problem, the basic assump-
tions are as follows:

Assume a series-parallel system, and the system consists of  (1)	
i (i = 1, 2, ... , m) independent subsystems in series, and 
each subsystem i consists of j (j = 1, 2, ... , n) independent 
components Cij in parallel, i and j denote the location of the 
components in the system. It is assumed that the components 
have only one failure mode, and the component’s states are 
either failure or functioning. Here the variables Xbreak,s(k) and 
Xbreak,e(k) are used to denote the state of component Cij at the 
beginning of kth break and the end of kth break, respectively, 
i.e., the state of component Cij at the beginning of kth break 
can be expressed as:

	 break,s
1, if functioning at the beginning of th break

( )
0,otherwise

ijC k
X k

= 


  (1)

The state of the component Cij at the end of the kth break can be 
expressed as:

	 break,e
1, if functioning at the end of th break

( )
0,otherwise

ijC k
X k

= 


      (2)

Assume that during the break, the set of optional maintenance (1) 
actions for the component is {do nothing(DN), minimal repair(MR), 
imperfect maintenance(IM), preventive replacement(PR), corrective 
replacement(CR)}, and the corresponding codes of maintenance ac-
tions are shown in Table 1. No maintenance means doing nothing, 
and no maintenance resources are consumed. The minimal repair can 
only be performed on failed components, consumes fewer resources, 
and can restore the failed components to functioning, but it does not 
change the reliability. The imperfect maintenance effect is between 
minimal repair and replacement. Preventive replacement can only be 
performed on functioning components, and corrective replacement 
can only be performed on failed components. When Xbreak,s(k)=0, the 
Cij optional maintenance actions are minimal repair, imperfect main-
tenance, and corrective replacement. When Xbreak,s(k)=1, the Cij op-

tional maintenance actions are imperfect maintenance and preventive 
replacement. Fig. 2 shows the correspondence between maintenance 
action and component state.

Fig. 2.	 Component state changes under different maintenance actions of com-
ponents

It is assumed that all maintenance actions can only be per-(2)	
formed during the break. If the current maintenance action is 
not completed by the beginning of next mission, then it is as-
sumed that the maintenance action has no repair effect on the 
component.
Assume that only two types of maintenance resource con-(3)	
straints, maintenance time and manpower are considered in 
this paper.
Assume that failure time of the component(4)	  Cij in the system 
obeys a two-parameter Weibull distribution.

3.2.	 Stochastic break duration
The break duration is stochastic because unexpected events may lead 
to early termination or continuation of production or mission such that 
the break duration decreases or increases randomly. In this study, the 
break duration Zk is a random variable that obeys f (Zk). Therefore, 
the number of maintenance actions that can be completed during the 

Table 1.	 Codes of different maintenance action l

Maintenance 
Action

Do 
Nothing

Minimal 
Repair

Imperfect 
Maintenance

Preventive 
Replacement

Corrective 
Replacement

Corresponding 
code l 0 1 2,…, Lij −2 Lij −1 Lij
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break is also uncertain. A binary decision variable Wij(l) is used to 
indicate whether the component Cij is maintained during the break, 
which is defined as follows:

	 ij
1, if the maintenance action  for component C

W ( )=
0,otherwise

ijl
l





    (3)

The maintenance time consumed during the break can be expressed 
as:

	
1 1 0

( ) ( )
m n L

ij ij
i j l

T t l w l
= = =

= ∑∑ ∑ 	 (4)

where tij(l) is the maintenance time of completing maintenance ac-
tion l.

The break duration Zk as a random variable obeying f(Zk), it is 
required that the probability of completing the maintenance action 
during the break should be greater than or equal to a predetermined 
critical value τ , the range of τ values is (0,1], which is expressed as 
follows:

	 ( )Pr kT Z τ≤ ≥ 	 (5)

3.3.	 Evaluating the reliability of system successfully com-
pleting the next mission

There are many imperfect maintenance models about imperfect main-
tenance action [3, 23, 32, 30, 41, 42]. In this paper, we use the Ki-
jima type Ⅱ model to represent the maintenance effect of maintenance 
action by age reduction. The effective age of the component can be 
expressed as:

	

( 1) ( ) ( )ij ij ijA k b l B k+ = 	 (6)

where Aij(k+1) is the effective age of component Cij after taking main-
tenance action l during the kth break. Bij(k) is the effective age of 
component Cij at the beginning of the kth break. bij(l) (0 ≤ bij(l) ≤ 1) 
is the age reduction factor, which is influenced by the number of 
maintenance resources invested, the more maintenance time required 
for the executed maintenance actions, the smaller bij(l) is, the better 
the maintenance effect.

Fig. 3 shows the relationship between the maintenance time of the 
component and effective age after the component is maintained dur-
ing the break. The age reduction factor bij(l) can be expressed as:

	
1

( )
( ) 1

( )

lij
ij

ij

t l
b l

t L

ζ 
= −   

 
	 (7)

where tij(l) is the maintenance time for component Cij to complete 
maintenance action l within the break. When the state of component 
Cij is 1, tij(L) is the time consumed for the preventive replacement of 
component Cij. When the state of component Cij is 0, tij(L) is the time 
consumed for corrective replacement of component Cij. ζl is a char-
acteristic constant reflecting the relationship between maintenance 
time and age reduction factor function. When the maintenance ac-
tion consumes the same time, the larger the ζl , the more obvious the 
maintenance effect.

According to the above effective age model, the conditional sur-
vival probability of a component after maintenance can be expressed 
as [21]:

	 r x Y A x Y A
P Y x A

P Y Aij ij ij
ij

ij
( ) Pr= − − ≤ >{ } =

> +{ }
>{ }

1 |
r

r
	 (8)

where the random variable Y represents the failure time. If the compo-
nent is functional at the beginning of the kth mission and has an effec-
tive age of Aij, then rij(x) represents the probability that the component 
does not fail at any moment x. Since the failure time of component Cij 
obeys the Weibull distribution, it is functioning at the beginning of the 
kth mission and has an effective age of Aij(k). The conditional survival 
probability of component Cij at the end of kth mission is:

	
( ) ( ) ( )

( ) exp

ij ij

ij ij
ij

ij ij

U k A k A k
r k

β β

η η

 
   + 

= − +           
 

	 (9)

where U(k) is the duration of the kth mission. ηij is the scale parameter 
in the Weibull distribution of component Cij. βij is the shape parameter 
in the Weibull distribution of component Cij. The reliability Rij(k) of 
component Cij in the kth mission depends on the conditional survival 
probability rij(k) and the component state Xbreak,e(k−1) at the end of 
the kth break. The expression for the reliability Rij(k) of component 
Cij as:

	 R k r k X kij ij( ) ( ) ( )= −break,e 1 	 (10)

The study in this paper is a complex series-parallel system, i.e. the 
system consists of subsystems in series and subsystems comprised of 
components in parallel. The reliability Ri(k) of subsystem i in kth mis-
sion can be expressed as:

	 ( )
1

( ) 1 1 ( )
n

i ij
j

R k R k
=

= − −∏ 	 (11)

The reliability Rsys(k) of the system in kth mission as:

	
1 1 1

( ) ( ) 1 (1 ( ))
m m n

sys i ij
i i j

R k R k R k
= = =

 
 = = − −
 
 

∏ ∏ ∏ 	 (12)

where m is the number of subsystems in the system and n is the 
number of components in the subsystem.

Fig. 3.	 Relationship between component working time and effective age in the 
Kijima Ⅱ model



Eksploatacja i Niezawodnosc – Maintenance and Reliability Vol. 24, No. 4, 2022 775

4. Selective maintenance model and optimization 
based on the stochastic break duration

4.1.	 Selective maintenance optimization model 
For a system performing sequential missions, using limited main-

tenance resources in a finite break to maximize the reliability of the 
system to complete the next mission is the key to maintenance de-
cisions. Assume that the states Xbreak,s(k) and effective age Bij(k) of 
each component in the system are known at the beginning of the kth 
break. Given the optional maintenance actions of each component, 
the selective maintenance problem can be described as follows: with 
limited maintenance time and manpower, select the components to 
be maintained and their corresponding maintenance action so that the 
reliability of the system to complete the next mission is maximized. 
When the break duration Zk is a random variable and the probability 
distribution function is known, the selective maintenance decision 
model can be expressed as:

	 max
, , ,

R R ksys
w w w A

ij
j

n

i

m

n1 2

1 1 1
11

[ ]∈ ==
= − − +( )( )











∏∏ 	 (13)

Subject to:
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	 W l Y kij break s( ) ( ),≤ −1 	 (17)

	 X k Y k Y k W lbreak e break s break s ij, , ,( ) ( ) ( ( )) ( )= + − ⋅1 	 (18)

	 A k b l W l W l B kij ij ij ij ij( ) [ ( ) ( ) ( ( ))] ( )+ = ⋅ + − ⋅1 1 	 (19)
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In the above selective maintenance decision model, Eq. (13) is the 
decision objective to maximize the reliability of system successfully 
completing the next mission. Eq. (14) is the chance constraint, when 
the break duration is a random variable, the probability of complet-
ing the selected maintenance action is required to be greater than or 
equal to τ , the range of τ  values is [0,1]. Eq. (15) illustrates that in 
each break, each maintenance action is selected at most once and can 
only be performed on one component. Eq. (16) shows that in each 
break, a component that is selected for maintenance can perform at 
most one maintenance action. Eq. (17) shows that minimal repair can 
only be performed on the failed component. Eq. (18) is used to update 
the state of the component Cij, for example, when the component Cij 
state Xbreak,s(k)=0 at the beginning of the kth break, after maintenance 
i.e. Wij(l)=1, the component Cij state Xbreak,e(k)=1. Eq. (19) is used 
to update the effective age of the component Cij, for example, when 
the component Cij after maintenance i.e. Wij(l)=1, then Aij(k+1)=bij(l)-
Bij(k). When the component Cij does not maintenance Wij(l)=0, then 
Aij(k+1)=Bij(k).

4.2.	 The reinforcement learning solution method for selec-
tive maintenance optimization

Fig. 4.	 Reinforcement learning framework for selective maintenance optimi-
zation

In this study, a reinforcement learning(RL) based framework is 
used to describe the selective maintenance decision process using 
MDP and solved using the Q-learning algorithm. According to this 
framework, the decision agent interacts with the system and selects a 
maintenance action at a specific time (decision period) to maximize 
the decision goal. The described framework is shown in Fig. 4. In 
MDP, the main factors that determine the decision process include the 
transfer law of states in the system and the maintenance action scheme. 
The interaction of these two factors leads to a particular reward for the 
decision-maker, usually represented by an objective function. MDP is 
an extension of the Markov chain, and its state space, action space, 
and reward are described as follows:

State space S: It defines a finite two-dimensional state space, each 
state represents the state of the system at a decision moment and 
the total maintenance time. The state space can be expressed as  
S={Xij; T}, where Xij consist of the states of all the components in the 
system, the component state is binary variables, and T is the total main-
tenance time. If the system consists of 5 components, the state space 
at a decision moment can be expressed as S= {01,1,11,2,02,1,02,2,12,3; 
0.5}, where 01,1 represents component C1,1 in failed , 11,2 represents 
component C1,2 in functioning, and 0.5 represents the total mainte-
nance time. The RL agent moves from the initial state to the termi-
nated state and assigns an ordinal number to each state.

Action space A: The action space consists of optional maintenance ac-
tions for all components, which can be expressed as A={lij}, l={DNij, 
MRij, IM1ij,..., IMnij, PRij, CRij}. Given the current state, the agent 
can select an action from the action space. By judging whether the 
selected action meets the constraint, the punishment or reward is ob-
tained in turn. It indicates which actions the agent can choose for each 
observed state. Given the current state of the system, if the agent is not 
terminated state, any action in action space can be selected.

Reward R: Rewards reflect the aptness of the RL agent for the cur-
rent maintenance action, so here the reward function is defined as the 
objective function. The objective function of this paper is to maximize 
the reliability of the system successfully completing the next mission. 
In this paper, a negative reward is used when the maintenance action 
selected by the agent does not meet the constraints. When the main-
tenance action selected by the agent satisfies the constraints and is 
not the terminated state, 0 is used as a reward. When the maintenance 
action selected by the agent satisfies the constraints and is the termi-
nated state, the Eq. (13) is used as a reward.

RL is a simulation-based dynamic programming algorithm mainly 
used to solve Markov decision problems and is an intelligent agent 
learning optimal control strategy. Compared with traditional dynamic 
programming, the RL approach does not require a state transfer prob-
ability matrix and avoids dynamic programming modeling dimen-
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sional disaster [46]. The state space size of this problem is 2N, and the 
action space size is LN, where N is the total number of components in 
the system. The Q-learning algorithm is one of the more commonly 
used RL algorithms. The optimal policy is derived by constructing a 
table of state-maintenance action Q. The Q-learning algorithms have 
been shown to eventually reach a convergence condition for each state 
through continuous learning in a stochastic environment [45]. In this 
study, the selective maintenance decision optimization problem is 
modeled as an MDP. The Q-learning algorithm in RL is used to solve 
it to obtain the optimal maintenance policy, as follows:

Step1: Initialize Q(s,a)=0, Q value table is a list of rows, the value of 
the nth row mth column represents the value of the action of m main-
tenance action in the state of Sn, set the maximum number of cycles 
max_episode.

Step2: Initialize the state S at the beginning of each cycle, the state of 
each component after the end of the kth mission and the current total 
maintenance time T=0.

Step3: Select the maintenance action wn according to the ε-greedy 
policy and get the reward r. Update the Q-value table using the above 
reward according to Eq. (21) .

Step4: Update the state S. Use Eq. (14) to determine whether the state 
reaches the termination state. If not, repeat the above steps from step 2.

Step5: When the number of cycles equals max_episode, stop the cycle 
to get the final Q-value table.

	 ( )( , ) ( , ) max ( ', ') ( , )Q s a Q s a r Q s a Q s aα γ← + + − 	 (21)

where α (0 < α < 1) is the learning rate and γ (0 < γ < 1) is the discount 
factor. The flow chart of the algorithm is shown in Fig. 5.

In RL, exploration and exploitation are the two core problems. 
The decaying ε-greedy policy is used here for the agent to learn a 

better policy. The ε-greedy policy is to select the current optimal 
action(a’=argmaxQ(s,a)) with probability 1 - ε , and randomly select 
the action among all available actions with probability ε. The conven-
tional ε-greedy strategy constantly explores the action space with the 
same probability of ε. When ε is small, the exploration is not thorough 
enough and may obtain the optimal local strategy. When ε is large, the 
agent may have long explored the optimal strategy but will continue 
to explore it, resulting in slow convergence. Therefore, the decaying 
ε-greedy strategy is used here, respectively, the agent starts exploring 
with a larger ε and gradually decreases ε as the number of iterations 
increases, and the iteration formula is:

	 _min_ (max_ min_ ) d eps Eeps eps eps eε ⋅= + − ⋅ 	 (22)

5. Case study
Three cases are given to test performance of the model and proposed 
method. The first case is a hydraulic system that is more typical of 
a real application, in which the key components are analyzed. The 
superiority of RL and the difference between the stochastic and de-
terministic break duration are analyzed. The second case is a two-
stage 5-component system in which the superiority of RL is verified 
by comparing the results with other literature. Then, the difference 
between the stochastic and deterministic break duration is analyzed 
to illustrate the impact of the stochastic break duration on the system 
reliability. Due to the redundancy of this case system compared to 
the first case, the sensitivity analysis of the component parameters 
is performed here. The third example is a five-stage 14-component 
coal transportation system, where the performance of the algorithm 
is compared and the difference between stochastic and deterministic 
break duration is analyzed. The impact of stochastic on system reli-
ability and the effectiveness of RL for larger scale complex systems 
are further verified.

5.1.	 Case 1: Hydraulic tension systems
A hydraulic tension system is known to consist of 16 components, 
which can be divided into two categories of components. The first cat-
egory is critical components, and the second category is non-critical 
components. In this paper, the key components pump, solenoid valve, 
accumulator and cylinder are analyzed, and these four components are 
connected in series. The parameters of each component are shown in 
Table 2, where the Weibull distribution shape and scale parameters are 
derived from the literature [12]. In Table 2, ζ denotes the characteristic 
constant of the age regression factor. β, η denote the shape and scale 
parameters of the Weibull distribution. B(k) denotes the effective age 
of the component at the beginning of the kth break. X(k) denotes the 
state of each component of the system at the beginning of the kth 
break. The maintenance actions that can be adopted for each compo-
nent and their corresponding maintenance times are shown in Table 3, 
where 0~4 represents the codes of different maintenance actions in 
order, where the fix is the fixed maintenance time.

5.1.1.	Algorithm performance analysis
To further verify the effectiveness of the RL algorithm, a compari-
son with the genetic algorithm(GA) algorithm used in most of the 
literature is conducted. Assuming that the kth mission is just com-
pleted now, the duration Zk of the break obeys a normal distribution 
of N(0.5, 0.04) with a range of [0.35, 0.65], τ =0.8, and the dura-
tion of the k+1th mission U=1500 days, all other component param-
eters are shown in Table 2. Among them, the parameters related to 
the GA algorithm, the number of populations NP=80, the crossover 
rate pc=0.8, the variation rate pm=0.05, and the maximum number of 
iterations iter=1000. The parameters related to Q-learning, the learn-
ing rate α=0.02, the discount rate γ=0.5, and the maximum number of 
iterations iter=10000. Due to the stochastic of the algorithm, 10 sets 
of simulations were performed for each method to find its optimal 

Fig. 5. Q-learning algorithm flowchart
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strategy Abest, the maintenance time for the optimal strategy Tbest, the 
average reliability Rmean, the maximum reliability Rbest, the variance 
Rstd and the average running time S as the comparison results. To 
compare the quality of RL and GA solutions, a parameter %QOS is 
introduced here as a performance metric, %QOS=(Rbest-Rmean)/Rbest. 
The comparison results and performance metric results are shown in 
Table 4.

From Table 4, we can see that the maximum reliabil-
ity Rbest=0.9878 solved by Q-learning and the total mainte-
nance time Tbest=0.446 days. The the maximum reliability 
Rbest=0.9792 solved by GA and the total maintenance time 
Tbest=0.46 days. From the analysis of the results, we can see 
that the optimal strategy solved by Q learning is better than 
GA and the reliability is 0.86% higher. The mean and variance 
of Q-learning results are better than GA in 10 solving results, 
which indicates that the stability of the Q-learning algorithm is 
better than GA. Regarding the computation time, running on a compu-
ter configured with Intel (R) Core (TM) i5 -6200U CPU @ 2.30GHz, 
12G RAM. Although RL has more iterations than GA, the average 
time spent by GA is 8.85s more than that of RL. Regarding the qual-
ity of the obtained solutions, the optimal solution of RL is better than 
GA, and the average solution of RL deviates from the optimal solu-
tion by only 0.09%, while the average solution of GA deviates from 
the optimal solution by 0.41%. Therefore, the RL algorithm can find 
higher quality solutions, which verifies the superiority of RL. In order 
to verify the superiority of this RL, tests on small-scale systems are 
not sufficient. Section 5.2.1 will further verify the superiority of RL 
by making comparisons with other literature, and Section 5.3.1 is a 
comparison of RL with GA in large-scale complex systems.

5.1.2.	Comparison between stochastic and deterministic of break 
duration

The difference between the stochastic and deterministic break dura-
tion is clarified by substituting the strategy derived from the RL-based 
deterministic model into the uncertainty model to obtain the reliabil-

ity R1. Then comparing the analysis 
with the reliability R2 obtained from 
the strategy derived from the RL-based 
uncertainty model, ΔR calculation 
schematic is shown in Fig. 6. When the 
break duration is stochastic, the opti-
mal maintenance policy A1=[4,2,0,4] 
solved by RL is known from section 
5.1.1, and the reliability R2=0.9878, 
and the maintenance time is 0.446 
days. When the break duration Z=0.5 is 
a fixed value with all other parameters 
held constant, the optimal maintenance 

policy A2=[4,3,0,4] solved by RL, the reliability R=0.9903 and main-
tenance time is 0.49 days. In order to compare the difference between 
the stochastic and deterministic break duration, the strategy A2 solved 
for the deterministic case is substituted into the uncertainty model to 
find the reliability R1=0.9795. Therefore, the difference between the 
deterministic strategy and the strategy substituted into the uncertainty 
model is 1.08%. As seen in Table 5 the maintenance policy consider-
ing uncertainty is better and system next mission reliability improve-
ment ΔR=0.83%. Based on the above observations, the reliability of 

the system successfully complete the 
next mission in the deterministic case 
will be overestimated if the uncertainty 
of the break duration is ignored.

5.2.  Case 2:Two-stage 5-component system
The two-stage 5-component system is studied with the structure dia-
gram shown in Fig. 7. The relevant parameters of each component 
are derived from the Chen et al [9], as shown in Table 6. In Table 6, ζ 
denotes the characteristic constant of the age reduction factor. β and 
η denote the shape and scale parameters of the Weibull distribution. 
B(k) denotes the effective age of component at the beginning of the 
kth break. X(k) denotes the state of each system component at the be-
ginning of the kth break. The different maintenance actions of various 
components consume different time, as shown in Table 7, and 0~5 
represent different codes of maintenance actions in order.

	
Fig. 7. Two-stage 5-component system structure diagram

Table 4.	 Comparison results of the two algorithms(time is in days)

Method Abest Tbest Rbest Rmean Rstd S %QOS

Q-learning [4,2,0,4] 0.446 0.9878 0.9869 0.0016 1.15 0.09

GA [3,2,2,2] 0.460 0.9792 0.9752 0.0032 10 0.41

Table 3.	 The maintenance time tij(l) of different maintenance actions l for 
components (time is in days)

ID
Maintenance actions l code

Fix
0 1 2 3 4

1 0 0.0186 0.0371 0.0557 0.0743 0.03

2 0 0.0443 0.0886 0.1330 0.1770 0.03

3 0 0.0471 0.0943 0.1410 0.1890 0.03

4 0 0.0457 0.0914 0.1370 0.1830 0.04

Table 5.	 Difference between stochastic and determined break duration(time is in days)

Case Policy Reliability Maintenance time

Stochastic [4,2,0,4] 0.9878 0.446

Deterministic strategy substitution 
in the uncertainty model [4,3,0,4] 0.9795 0.327

Table 2.	 Component parameters

Characteristic constant of 
age reduction factor

Shape and scale parameters of 
Weibull distribution 

Effective age
of component

Initial state 
of component

ID ζ β η B(k) X(k)

1 2.5 2.36 1850 3500 1

2 2.0 1.853 3657 2400 1

3 3.0 1.46 3304 4500 1

4 3.2 2.023 3501 3500 1

Fig. 6.	 Calculation schematic for system next mission reliability improve-
ment ΔR of the proposed stochastic model compared to the determined 
model
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5.2.1.	Comparison of Q-learning and GA
The studied case is introduced by the Chen et al [9], where the 
break duration Zk is a fixed 1.5 days and the k+1th mission dura-
tion U=5 days, which is solved using the GA. Under the condi-
tion of the same other parameters, the Q-learning algorithm is 
used to solve the problem, which is compared with the results of 
Chen et al [9], where the related Q-learning parameters α=0.02 
and γ=0.5. Using the PYTHON programming solution and ob-
tained the maintenance policy A(s)=[2,5,5,0,2] . The reliability 
R=0.983 compared to the result solved by the Chen et al [9] us-
ing GA is 0.1% larger, and both results are shown in Table 8. 

5.2.2.	 RL Results with stochastic break dura- 
	 tion
Assume that the kth mission is just completed 
now and the duration of the kth break Zk obeys a 
truncated normal distribution of N(1.5, 0.0225) 
with the range of [1.35, 1.65], τ =0.8, and the 
duration of the k+1th mission U=5 days. The 
maintenance policy A(s)=[2,5,2,2,2] solved 
using Q-learning, the reliability R=0.98 after 
maintenance. It can be seen that considering the 
determined break duration leads to an overesti-
mation of the reliability of the system success-
fully complete next mission. The Q-learning pa-
rameters are the same as section 5.2.1, and the 

Q-learning process is shown in Fig. 8. In the first 7000 iterations, the 
agent randomly explores the possible maintenance actions, and the 
Q matrix converges relatively slowly, after which the value of the Q 
matrix gradually converges and eventually reaches the convergence 
state.

5.2.3.	Comparison between stochastic and deterministic of break 
duration

When the break duration is a deterministic value of 1.5 days, the strat-
egy solved by RL is A1=[2, 5, 5, 0, 2]. Bringing this strategy into the 
uncertainty model, i.e., the break duration Zk is a truncated normal 
distribution N(1.5, 0.0225) with the range of [1.35, 1.65], the optimal 
reliability R1=0.969 under the constraint P(T ≤ Z) ≥ τ (τ= 0.8). The 
optimal maintenance policy A2=[2, 5, 2, 2, 2] solved by RL under the 
above uncertainty model has a reliability R2=0.98. Therefore, system 
next mission reliability improvement ΔR=0.011 shows that the main-
tenance policy considering stochastic is better than the deterministic 
one with 1.1% higher reliability.

The impact of stochastic break duration on the maintenance strategy 
is illustrated by comparing the system reliability between stochastic 
and determined break duration. Under the same chance constraint and 
other parameters, the sequential simulations obtain the system success-
fully completing the next mission reliability R2 with different mean 
and standard deviation by varying the break duration obeying distri-
bution in the uncertainty model. Mean M={1, 1.2, 1.4, 1.6, 1.8, 2}, 
standard deviation STD={0.01, 0.05, 0.1, 0.15, 0.2}, 30 combinations 
exist, and 30 sets of simulation experiments were implemented. The 
determined break duration T={1, 1.2, 1.4, 1.6, 1.8, 2}, respectively, 
are derived from the corresponding maintenance policy AT in the de-
terministic model by RL, and the system reliability R1 is derived by 
substituting the maintenance policy AT into the uncertain model with 
M=T. The results of system next mission reliability improvement ΔR 
are shown in Table 9 and Fig. 9 below.

As seen in Fig. 9, the overall trend of system next mission reli-
ability improvement ΔR increases with the mean value, indicating 

Table 7.	 The maintenance time tij(l) of different maintenance actions l for 
components (time is in days)

ID
Maintenance actions l code

0 1 2 3 4 5

1 0 0.12 0.21 0.35 0.43 0.51

2 0 0.15 0.25 0.30 0.42 0.58

3 0 0.14 0.24 0.32 0.41 0.53

4 0 0.16 0.23 0.38 0.42 0.56

5 0 0.13 0.18 0.35 0.43 0.48

Table 9.	 System next mission reliability improvement ΔR (%) at the different mean 
and standard deviation of the distribution of break duration

Distribution
mean

Distribution standard deviation

0.01 0.05 0.1 0.15 0.2

△R (%) between stochastic and deterministic break duration

1 0.0 0.0 0.0 0.5 0.5 

1.2 0.0 0.6 0.5 0.5 0.5 

1.4 0.1 1.2 1.2 0.6 0.5 

1.6 0.3 1.2 1.2 0.9 0.8 

1.8 0.3 1.4 1.4 1.2 1.2

2 0.1 2.3 2.2 2.1 2.1

Table 6.	 Component parameters

Characteristic constant 
of age reduction factor

Shape and scale parameters of 
Weibull distribution 

Effective age
of component

Initial state of
component

ID ζ β η B(k) X(k)

1 2.2 2.0 20 20 1

2 2.3 2.1 19 25 0

3 2.1 2.0 21 25 0

4 2.4 2.2 22 25 1

5 2.0 1.9 21 20 0

Table 8.	 RL vs. GA result(time is in days)

Method Maintenance policy Rsys Maintenance time 

RL [2,5,5,0,2] 0.983 1.5

GA [3,5,1,2,2] 0.982 1.48

Fig. 8. The training process of the proposed Q-learning algorithm
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that the difference between uncertainty and certainty is more evident 
with larger mean values. It is because the increase of the mean value 
leads to a relatively long break time, allowing to select some main-
tenance actions with higher code. And the higher-code maintenance 
action requires longer maintenance time and better maintenance ef-
fect. Since the strategy is derived when the break is deterministic, 
there is sufficient time to complete all maintenance actions. However, 
in the case of uncertainty, there may not be enough time to complete 
all maintenance actions due to the constraint of insufficient time. As a 
result, a maintenance action is performed only partially and not fully 
completed, in which case the component reliability is unchanged. The 
relatively high code of the selected maintenance action when the mean 
value is large leads to lower system reliability under the inability to 
complete all maintenance actions, resulting in a larger ΔR.

In addition, when the mean value is 1, and the standard deviation 
is less than 0.1, the ΔR is equal to 0 in the first period and increases 
with the standard deviation. When the mean value is 1, it is at the left 
end of the distribution range, and the break duration does not change 
much with the standard deviation increase in the first period. Then it 
increases more obviously so that there are more optional maintenance 
actions, and the final system reliability increases. When the mean val-
ue is other values, ΔR increases with the standard deviation increase 
and gradually becomes smaller. It is because, in the beginning, the 
standard deviation is small, the uncertainty case is close to the deter-
ministic case, and ΔR is small and close to 0. As the standard deviation 
increases, the duration of the break decreases relatively gradually, and 
the gap is the largest at the initial stage, leading to the largest ΔR, 
and then ΔR gradually decreases. The decrease in the break duration 
causes it as the standard deviation increases. It can be seen from the 
above figure that ΔR is greater than or equal to 0, and the maximum 
difference value reaches 2.3%. It shows that the model considering 
uncertainty is significantly better than the deterministic model. Con-
sidering a deterministic break duration can lead to an overestimation 
of reliability. In case of uncertainty encountered, it may lead to the 
inability of the system to complete subsequent mission.

5.2.4.	Sensitivity analysis of component parameters
The optimization objective of this paper is to maximize the reli-

ability of the system successfully completing the next mission. The 
mission duration U, the characteristic parameter ζ, and the Weibull 
distribution parameter β, η directly affect the optimization results. 
Sensitivity analysis is performed on the above parameters to verify 
the validity of the model, the feasibility of the method, and the influ-
ence of stochastic on the maintenance policy. For the selective main-
tenance decision model, the parameter U determines the mission dura-
tion, and the larger U is, the lower the reliability R. The characteristic 

parameter ζ reflects the relationship between the maintenance time 
and the age reduction factor. The larger ζ is, the more pronounced the 
maintenance effect of the same maintenance time is, i.e., the larger 
reliability R is. The shape and scale parameters β and η of the Weibull 
distribution obeyed by the component failure time, respectively, and 
the larger β and η are, the larger reliability R is. The following ex-
periments were conducted to verify the effects of U, ζ, β, and η on 
maintenance decisions.

Simulation tests are performed in three categories, U and ζ, U and 
β, and U and η. 25 combinations exist in each category, respectively. 
U={5, 6, 7, 8, 9}, ζ={1.8, 2, baseline(2.2, 2.3, 2.1, 2.4, 2.0), 2.4, 2.6}, 
β={1.7, 1.9, baseline(2.0, 2.1, 2.0, 2.2, 1.9), 2.2, 2.4}, and η={17, 19, 
baseline(20, 19, 21, 22, 21), 22, 24}. Except for the baseline param-
eter value in the table 6, the parameters of the remaining components 
are taken as shown in the above set and are the same, and all other 
model parameters and algorithm parameters are the same as in sec-
tion 5.2.2. Firstly, maintenance policy A is derived in the deterministic 
case. Then the reliability R1 is obtained by substituting maintenance 
policy A from the deterministic model into the uncertainty model. The 
reliability R1 is compared with the reliability R2 obtained in the un-
certainty case. The results of system next mission reliability improve-
ment ΔR for each type of experiment are shown in the following Table 
10-12 and Figs. 10-12.

Table 10.	System next mission reliability improvement ΔR(%) for different 
mission duration U and component characteristic constants ζ

characteristic 
constant ζ

Mission duration U

5 6 7 8 9

1.8 0.8 1.6 2.8 4.2 6.2

2 0.9 1.7 2.8 4.4 6.5

baseline 1.1 1.8 3.0 4.6 6.5

2.4 1.2 1.9 3.0 4.5 6.5

2.6 1.3 2.1 3.1 4.7 6.6

Table 11.	System next mission reliability improvement ΔR(%) for different 
mission duration U and Weibull distribution shape parameter β

Shape pa-
rameter β

Mission duration U

5 6 7 8 9

1.7 1.3 1.8 2.5 3.7 5.2

1.9 1.3 1.9 2.9 5.8 7.9

baseline 1.1 1.8 3.0 4.6 9.0

2.2 1.1 2.0 3.2 6.5 9.0

2.4 1.0 1.9 3.2 6.6 9.2

Fig. 9.	 System next mission reliability improvement ΔR at the different mean 
and standard deviation of the distribution of break duration

Table 12.	System next mission reliability improvement ΔR(%) for different 
mission duration U and Weibull distribution scale parameter η

Scale pa-
rameter η 

Mission duration U

5 6 7 8 9

17 2.1 3.9 6.2 10.6 14.8

19 1.2 2.4 4.0 6.0 8.8

baseline 1.1 1.8 3.0 4.6 9.5

22 0.7 1.2 2.0 3.2 4.7

24 0.6 0.9 1.3 2.0 3.2
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From Figs. 10-12, it can see that next mission reliability improve-
ment ΔR changes less with parameter ζ, and the overall ΔR gradually 
increases with the increase of parameter ζ. When parameter U is less 
than 7, ΔR is less affected by parameter β and almost unchanged, and 
ΔR is gradually increased by parameter β with the increase of pa-
rameter U. The larger parameter β is, the larger ΔR is. ΔR changes 

more obviously with the increase of parameter η, and ΔR gradually 
decreases with the increase of parameter η. The above figure shows 
that ΔR is influenced by parameter U the most, followed by parameter 
η, and parameter ζ has the least influence on ΔR. Among them, ΔR 
reaches a maximum of 14.8% when analyzing the effect of parameter 
η. Therefore, the superiority of uncertainty is mainly influenced by 
the component parameters β, η, and the mission duration U, relative 
to the deterministic break. And in the case of larger mission duration 
U, considering the superiority of stochastic break duration is more 
prominent. Indicating that the larger the parameter U, the greater the 
uncertainty influence is also.

In summary, the model and algorithm accurately reflect the differ-
ence between uncertainty and certainty under each parameter, verify-
ing the validity of the model and the feasibility of the method. This 
analysis also shows that the model and method apply to other systems. 
Through the above analysis, ignoring the uncertainty of the break du-
ration can significantly impact the reliability of system to complete 
the next mission. In the case of large relevant parameters, ignoring the 
uncertainty of the mission can lead to an overestimation of the system 
reliability. It can result in a high risk of not being able to complete the 
next mission.

5.3.	 Case 3: A complex multi-component coal transportation 
system

To further verify the the validity of the model and the method, which 
is also valid for large-scale systems, the coal transmission system of 
literature [24] is used here as an example. The system consists of 5 
subsystems connected in series and 14 components connected in par-
allels, and its structural sketch is shown in Fig. 13. The relevant pa-
rameters of each component are shown in Table 13, derived from the 
literature [24, 26]. In table 13, p

lm , f
lm denotes the characteristic con-

stants of the age reduction factor for preventive maintenance action 
and corrective maintenance action, respectively. 0

lt , p
lt , f

lt  denotes 
the fixed maintenance time, preventive maintenance time, and cor-
rective maintenance time, respectively. βl and ηl denote the shape and 
scale parameters of the Weibull distribution. B(k) denotes the effective 
age of the component at the beginning of the kth break. X(k) denotes 
the state of each system component at the beginning of the kth break. 

Fig. 13. Five-stage 14-element system structure sketch

Each component has 8 different of maintenance action l. L(l=7) 
represents the highest maintenance level, where l=0 and l=7 denote 
no maintenance and replacement, respectively. For functioning com-
ponents, l=1 ~6 indicates imperfect maintenance. For failed compo-
nents, l=1 indicates minimal repair, and l=2~6 indicates imperfect 
maintenance. When l>1, the time for maintenance action l is t=tij,l+tl0, 
where tij,l is expressed as follows:
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Fig. 11.	 System next mission reliability improvement ΔR with different weibull 
distribution shape parameter β

Fig. 12.	 System next mission reliability improvement ΔR with different weibull 
distribution scale parameter η

Fig. 10.	 System next mission reliability improvement ΔR with different compo-
nent characteristic constants ζ
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where tij,l denotes the maintenance time to perform action l on com-
ponent Cij. lij denotes the selected maintenance action for component 
Cij .

The age reduction factor bij,l is calculated as follows:
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5.3.1.	Algorithm performance analysis
 Assuming that the kth mission has just been completed now, the du-
ration Zk of the kth break obeys a truncated normal distribution of 
N(3, 0.0625) with range of [2.5, 3.5], τ = 0.8, and the duration of the 
k+1th mission U=10 days. All other component parameters are shown 
in Table 13. Among the parameters related to the GA algorithm, the 
number of populations NP=150, the crossover rate pc=0.8, the vari-
ation rate pm=0.05, and the maximum number of iterations equal to 
4000. The parameters related to Q-learning, the learning rate α=0.02, 
the discount rate γ=0.5, and the maximum number iterations equal to 
25000. Due to the stochastic of the algorithm, 10 sets of simulations 
are performed for each method to find its optimal maintenance policy 
Abest, the maintenance time for the optimal maintenance policy Tbest, 

the average reliability Rmean, the maximum reliability Rbest, the vari-
ance Rstd and the average running time S as the comparison results. 
In addition, a parameter %QOS is introduced here as a performance 
metric to compare the quality of RL and GA solution, %QOS=(Rbest-
Rmean)/Rbest. The comparison results and performance metric results 
are shown in Table 14.

From Table 14, we can see that the optimal maintenance policy 
solved by Q-learning is better than GA, and the maximum reliability 
Rbest is 1.23% higher. Furthermore, the mean and variance of Q-learn-
ing results are better than GA in 10 solving results, indicating that 
the Q-learning algorithm’s stability is better than GA. Combined with 
the experimental results in previous section, the Q-learning algorithm 
effectively solves the selective maintenance problem and can obtain 
better values than the GA algorithm. Regarding the computation time, 
the average time taken by GA is more than twice of RL. Regarding 
the quality of the obtained solutions, the optimal solution of RL is bet-
ter than that of GA, and the average solution of RL deviates from the 
optimal solution by only 1.1%, while the average solution of GA devi-
ates from the optimal solution by 1.38%. Therefore, the RL algorithm 
can find higher quality solutions and further verifies the effectiveness 
of the algorithm.This case also illustrates that the advantages of RL 
are more pronounced for more complex systems.

The iterative evolution of the proposed RL algorithm is shown in 
Fig. 14. During the initial 15000 iterations, the agent randomly ex-
plores all possible maintenance actions, and the Q matrix’s value con-
verges slowly. After the first 15,000 iterations of random exploration 
learning, the Q matrix gradually converges and can eventually reach 
the convergence state.

Table 15.	Difference between stochastic and determined break duration(time is in days)

Case Maintenance policy Reliability Maintenance time 

Stochastic [0,7,3,7,6,7,6,4,7,7,3,0,0,6] 0.9414 2.795

Deterministic strategy substitution in 
the uncertainty model [0,6,7,7,6,6,7,4,0,7,2,0,7,2] 0.924 2.703

Table 13.	Relevant parameter values for each component (time is in days)

ID lβ lη p
lm f

lm p
lt

f
lt

0
lt ( )B k ( )X k

1 1.5 25 2.5 2.5 0.13 0.25 0.03 35 1

2 2.4 38 2.2 2.0 0.2 0.31 0.03 24 0

3 1.6 28 2.6 3.0 0.2 0.33 0.03 45 0

4 2.6 40 2.2 3.2 0.12 0.32 0.04 35 0

5 1.8 28 1.8 4.0 0.21 0.34 0.02 28 1

6 2.4 34 2.4 3.2 0.14 0.19 0.03 36 1

7 2.5 26 2.8 3.0 0.2 0.27 0.05 44 0

8 2.0 28 2.3 2.8 0.17 0.31 0.05 28 0

9 1.2 26 2.0 2.5 0.18 0.26 0.04 38 1

10 1.4 35 2.5 2.8 0.2 0.32 0.05 15 0

11 2.8 40 3.2 3.0 0.21 0.31 0.07 30 0

12 1.5 35 2.6 2.2 0.23 0.33 0.04 22 1

13 2.4 30 2.8 2.8 0.16 0.35 0.06 38 1

14 2.2 45 2.2 2.6 0.14 0.35 0.05 35 0

Table 14.	Comparison results of the two algorithms(time is in days)

Method Abest Tbest Rbest Rmean Rstd S %QOS

Q-learning [0,7,3,7,6,7,6,4,7,7,3,0,0,6] 2.795 0.9414 0.9314 0.0031 71.3 1.1

GA [0,7,3,7,4,5,6,3,5,7,3,7,5,1] 2.745 0.9291 0.9171 0.0061 148.3 1.38
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6. Conclusions and future works
This paper presents a new selective maintenance model for a multi-
component system with the decision to maximize the system’s reliabil-
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In future works, we will explore several questions. Here we study 
systems consisting of two-state multiple components, where the break 
is the only uncertain maintenance resource. The process has several 
intermediate states in practical engineering from function to failure. 
In addition, the maintenance time required for different maintenance 
actions may be stochastic due to the different skill levels of differ-
ent technicians. In the future, we will conduct research for multi-state 
multi-component systems and other uncertain maintenance resources.

Fig. 14. The training process of the proposed Q-learning algorithm 
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In order to effectively improve the reliability level of the permanent magnet synchronous 
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1. Introduction
Electric drive system provides power for the electric aircraft, which 
is generally composed of the power source, controller, driver board, 
permanent magnet synchronous motor (PMSM), etc. [7, 8, 18]. The 
performance of the electric drive system directly affects flight quality 
and flight safety, especially its reliability. If a failure is not eliminated 
in time, it can lead to serious accidents such as air distress or even a 
crash. Hence, in order to avoid such catastrophic events, it is of utmost 
importance to conduct appropriate importance analysis of the compo-
nents of the drive system.

Component importance is an elementary part of the system and is 
determined by system structure, quality of manufacturing, and envi-
ronmental conditions, etc. Assessment of component importance is 
one of the key tasks in system reliability analysis [12, 28]. Importance 
analysis combines the knowledge of sensitivity, risk, hazard and im-
portance, and is a powerful tool for determining system weaknesses 
and improving system reliability design. Component importance eval-
uation is the influence of the change of component reliability param-
eters on the success probability of the system output. By improving 

the reliability of components that have a greater impact on the success 
state of the system, the purpose is to considerably improve the reli-
ability of the system in a simple way and at a lower cost and achieve 
maximum benefits. The importance analysis of each component in 
the electric drive system can provide strong data support for the im-
provement of system reliability, safety and system failure diagnosis 
[16, 22].

At present, traditional component importance analysis methods 
include structural importance, probability importance and critical im-
portance, etc. [1, 17, 19]. In recent years, quite a few new analysis 
methods have also emerged. For example, Cai [2] used GO calculation 
to calculate the reliability of the logistics service supply chain system 
accurately and found the weak links affecting the reliability of the sys-
tem by analysing the minimal cut set. Yang [26] judged the influence 
of the change of failure probability on the average failure-free work-
ing time by increasing the failure probability of some components by 
five times and keeping the failure probability of other components 
unchanged. Ma [14], Luo [11], and Chen [3] used the failure-tree 
reliability analysis method to comprehensively consider the impor-
tance analysis results of the three dimensions including probability 
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importance, critical importance and structural importance to judge 
the importance of components comprehensively. Jia [10] adopted the 
method of failure mode effects and criticality analysis (FMECA) to 
obtain the importance of civil aircraft components. Scherb [20] com-
bined the relevant structural specifications and the observed failure 
rate in the entire system network to determine the impact of individual 
components on system reliability impact is sorted to assess the impor-
tance of components. Miziuła [15] and Xue [25] adopted Birnbaum's 
importance, comparing the availability before and after optimization 
of the constructed system can effectively reduce the maintenance cost 
of the system and enhance its availability. Fu [5] utilized a multi-layer 
network parsing method to evaluate component importance.

All the above studies assume that the object is a non-repairable 
system and the influence of the maintenance rate parameters of the 
components in the repairable system is not considered, which will 
lead to the inaccuracy of component importance analysis results. As 
a typical repairable electronic system, the electric drive system needs 
to consider the repair and update of the components during the impor-
tance analysis.

The PMSM drive system for electric aircraft is a repairable system. 
In order to effectively enhance the reliability level of the PMSM drive 
system of electric aircraft and identify the weakness of system de-
sign, a comprehensive component importance analytical method for 
repairable systems based on the GO method is proposed. According to 
the GO diagram of the reliability simulation model of electric aircraft 
drive system, the system steady-state availability and failure impor-
tance of key components are calculated by using parameters such as 
the maintenance rate and failure rate of components, and the objective 
weights of the system steady-state availability and failure importance 
are determined by CRITIC. The comprehensive importance of key 
components is obtained by weighted summation. Finally, the critical-
ity of system components is identified through the case verification 
and analysis results of an electric aircraft PMSM drive system. Mean-
while, an idea of system redundancy design based on the importance 
of components is proposed to provide data support for the early design 
of the system. It can be verified that the proposed method can com-
prehensively evaluate the vulnerabilities of the PMSM drive system, 
which provides an important basis for the reliability design of the 
electric aircraft drive system.

2. Materials and Methods

2.1.	 Importance calculation of key components
The PMSM drive system of a general electric aircraft is principally 
composed of a power source (battery pack), TMS320F28335 DSP 
as the core controller, an IGBT drive board composed of 2SP0115T, 
an IGBT three-phase bridge inverter composed of FF600R07ME4, 
voltage sensor, current sensor, filter, bus transceiver, amplifier, 60kW 
PMSM and other repairable components, all components are indus-
trial standards. Fig. 1 shows the basic structure schematic diagram of 
the system.

DC/DC converts battery pack energy and supplies power to DSP. 
As the control core, DSP has the advantage of realizing complex con-
trol algorithms and outputting high-precision pulse width modulation 
(PWM) through the corresponding algorithm. The PWM is connected 
with the external IGBT driver board through the bus transceiver to 
change the output power of the inverter, to achieve the purpose of 
PMSM control. The bus voltage is output by the voltage sensor as a 
differential signal and then transmitted to the DSP through the ampli-
fier. The three-phase output current is transmitted to the DSP after am-
plification, conditioning and filtering. The bus current is also collected 
by the sensor and sent to the DSP for processing. The photoelectric 
encoder obtains the motor speed, rotation direction and absolute zero 
position, and the Hall sensor transmits the differential mode signal to 
the DSP for processing.

The GO method is a reliability analysis method of a success-orient-
ed system that analyzes multi-state, time-series and process systems 
[4, 6, 13, 27]. The electric aircraft drive system is extremely suitable 
for reliability analysis using the GO method as a system with the cur-
rent flow.

The basic idea of the GO method is to depict the operation, mutual 
relationship and logical relationship of specific units through opera-
tors (representing specific units or logical relationships) and signal 
flows (representing specific logistics or logical processes), and it di-
rectly translates system schematics, flowcharts, or engineering draw-
ings into GO diagrams. The GO operation can be performed accord-
ing to the operation rules of the operators and the signal flow direction 
after the GO map is established, and the quantitative analysis of the 
system’s reliability can be completed.

The GO method defines 17 standard operators, which can simulate 
almost all combinations of component states and signal flows. Differ-
ent operators correspond to different functions and simulate differ-
ent components. For example, two-state unit operators can be used 
to model electronic components, alarms, amplifiers, batteries, safety 
valves, etc. Each operator has specified input and output data require-
ments and specified operation rules. The GO model of the PMSM 
drive system is established according to the basic structure schematic 
diagram of the system as shown in Fig. 2. Fig. 2 is equivalent to a 
translation of Fig. 1 using GO operators. The circles and triangles 
in the figure represent different types of GO operators. The number 
before “-” in the operator indicates the operator type, and the number 
after “-” indicates the operator number. Operators represent specific 
components or logical relationships. In Fig. 1, the power supply is 
used as the driving force for the entire system and is the system input, 
so it is represented by a single-signal generator (type 5 of GO opera-
tors). Owing to the disconnection of feedback, three-phase output cur-
rent sensors, Hall sensors, and photoelectric encoders are also directly 
input as type 5 of GO operators. DC/DC converter, bus voltage sensor, 
bus current sensor, filter, conditioning circuit, DSP, bus transceiver, 
driver board, IGBT and PMSM only have two states of success and 
failure, so it is represented by a two-state unit (type 1 of GO opera-
tors). If one of the Hall sensors and the photoelectric encoder fails, the 

system can also work safely, accordingly, the OR gate (type 2 
of GO operators) is used to indicate the relationship between the 
two. The signals collected to the DSP control board are indis-
pensable, accordingly, an AND gate (type 10 of GO operators) 
is used to represent the logical relationship between the signals. 
In the same way, the relationship between the three IGBT is also 
AND. In this way, different components are simulated with dif-
ferent GO operators, and Fig. 2 is retrieved. The operation rules 
of specific operators are illustrated in the literature [21].

The arrow lines represent signal flows, representing specific 
logistics or logical processes. 

When only one component fails, the equivalent failure rate 
λri  of different operators can be calculated according to the op-
erator operation rules. The calculation methods of several com-
mon operators are provided below (assuming that the failure 
rate follows exponential distribution):

Fig. 1.	 The schematic diagram of the basic structure of the electric aircraft PMSM sys-
tem
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Two-state unit: a unit component with only one input signal (1)	
and one output signal, and it has two states itself. When operat-
ing normally, the signal can pass, otherwise, the signal cannot 
pass:

	 λ λ λri si ci= + 	 (1)

In the formula, λri  is the equivalent failure rate of the output signal 
of the λsi  is the equivalent failure rate of the input signal, and λci  is 
the failure rate of the operator itself.

Single signal generator: The operator’s data is the output sig-(2)	
nal’s data:

	 λ λri ci= 	 (2)

AND gate: There are two or more signals in a parallel input (3)	
signal for AND logic operation, and one signal is output. The 
operator itself has no data, and the output signal can succeed 
only when all input signals succeed. Consequently, its equiva-
lent failure rate is the sum of all input signal failure rates:

	 λ λri
i=1

n
si=∑ 	 (3)

OR gate: If the input signals are independent of each other, as (4)	
long as one of the input signals succeeds, the output will suc-
ceed. The operator itself has no data, and its equivalent failure 
rate is the product of the failure rates of all input signals:

	 λ λri
i=1

n
si=∏ 	 (4)

2.2.	 Critical component importance calculation
In this paper, a component importance analysis method is proposed 
for the repairable PMSM drive system that integrates the steady-
state availability and failure importance. The component steady-state 
availability is calculated by reliability parameters such as component 
maintenance rate and failure rate. The failure importance is calculated 
by the influence of the component from success state to failure state 
on the success probability of the system. Combined with the two to 
obtain the key components of importance iY , the computation for-
mula is as follows:

	 Y = A + I (i)i 1 i 2 gω ω 	 (5)

In the formula, iA  is the steady-state availability of compo-
nent i; gI (i)  is the failure importance of component i; ω1 is the 
weight of steady-state availability; ω2 is the weight of failure 
importance. The weight coefficient can be determined based on 
the CRITIC method. The calculation method of each quantity is 
explained below.

2.2.1.  Component steady-state availability
Electric aircraft drive systems are repairable systems. Availabil-
ity is a measure of the probability that a device is in a normal 
working or usable state when it begins to execute a work task at 
any time. Steady-state availability is one of the important reli-
ability indicators for measuring repairable systems. It is related 
to the failure rate and repair rate of components, and it can pro-
vide important data for the detection of large-scale equipment 
and the formulation of repair strategies.

Assuming that the PMSM drive system is alternating between 
normal operation and downtime for maintenance, and the fail-

ure rate λi and maintenance rate μi of each component, as well as the 
failure time and the completion time of maintenance, all follow the 
exponential distribution [23]. The electric drive system is scheduled 
for regular maintenance by staff, as well as emergency repairs in the 
event of a failure to restore its performance. The mean time between 
failures (MTBF) of component i can be expressed as:

	 MTBF = 1
i

iλ
	 (6)

The mean time to repair (MTTR) of component i is:

	 MTTR = 1
i

iµ
	 (7)

The mean cycle time (MCT) of component i is:

	 i i iMCT =MTBF +MTTR 	 (8)

Then the steady-state availability of component i, namely the aver-
age working probability, can be expressed as:

	 A MTBF
MCT +i

i

i

i

i i
= =

µ
λ µ

	 (9)

In the formula, i i iMTBF ,MTTR ,MCT  are in units of h.

2.2.2.	Component failure importance
In order to identify the weak links in the electric aircraft drive system 
effectively, measuring the importance of each component of the sys-
tem by failure importance is indispensable. The failure importance 
describes the influence to which the change in the failure rate of a 
single component of the system affects the overall reliability of the 
system and reflects the contribution of the component to the reliability 
of the system [24]. When the failure rate of component i is taken as 
λci  and 5λci , respectively, that is, when the failure rate of component 
i increases by five times, the influence of the change of the component 
failure rate on the system reliability is calculated.

The average number of repairable system failures caused by com-
ponent i failures is ciN . The calculation formula is as follows:

	 N =P (1) 5 (P -P )ci ci ci ri ri
'⋅ ⋅λ 	 (10)

Fig. 2. GO diagram of PMSM drive system
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In the formula, ciP (1)  is the probability of the ith component suc-
cessful operation state; λci  is the failure rate of components; riP  is 
the probability of successful operation of the system when the compo-
nent failure rate is taken λci ; '

riP  is the probability of successful op-
eration of the system when the component failure rate is taken 5λci .

The component failure importance gI (i)  is the ratio of the aver-
age number of system failures caused by component i failures to the 
average number of system failures cN . The calculation formula is as 
follows:

	 ci
g

c

NI (i)=
N

	 (11)

2.2.3.	Evaluation index weight
The CRITIC method is an objective weight assignment method based 
on evaluation indicators. As the comparative strength of samples and 
the conflict between indicators are fully considered, the calculation 
results are more objective and reasonable [9]. Suppose a system has 
m samples and n indicators, ijx  represents the value of the jth evalu-
ation index of the ith sample, and the evaluation matrix is shown in 
equation (12):

	

11 12 1n

21 22 2n

m1 m1 mn

x x … x
x x … x

X=

x x … x

 
 
 
 
 
 

  

	 (12)

The calculation steps of objective weighting are as follows:

Step1 Normalize ijx , '
ijx

 
represents the value of the jth evaluation 

index of the ith sample, and the standardized matrix X′  is obtained. 
The calculation formula is as follows:

	
ij j ij'

ij
j ij j ij

x -min (x )
x =

max (x )-min (x ) 	 (13)

In the formula,
 j ijmax (x )  is the maximum value of ijx

 
in the jth 

evaluation index; j ijmin (x )
 
is the minimum value of ijx

 
in the jth 

evaluation index.

Step2 Solve the index mean jx  and index standard deviation σj:

	
m

j ij
i=1

1x = x
m∑ 	 (14)

	 σ j
i=1

m
ij j

2= 1
m

(x -x )∑ 	 (15)

Step3 Calculate the correlation coefficient ρij and information 
quantity jE :

	
ρ

σ σij
k
'

l
'

k j
= cov(x x ) ,k=1,2, ,n,



	 (16)

	 E =
x

(1- ),j=1,2, ,nj
j

j k=1

n
ij

σ
ρ∑  	 (17)

In the formula, ρij is the correlation coefficient between the ith in-
dex and the jth index after the matrix standardization, 

' '
k lcov(x , x )  

represents the covariance between the kth index and the lth index after 
matrix normalization.

Step4 Calculate the objective weight:

	
j

j n
ji=1

E
= , j=1,2, ,n

E
ω

∑
 	 (18)

In the formula,
 
ωj 

is the objective weight of the jth index.

3. Results
The component importance of a general electric aircraft drive system 
is analyzed, and a SIMULINK simulation model is established ac-
cording to the GO diagram of the system. The electric drive system 
is composed of 15 repairable components. The success probability of 
ith component is ciP (1)  and the failure rate is λci . The probability of 
system success state is rP (1) , and the equivalent failure rate is λr.

Component equivalent failure rate and maintenance rate are im-
portant parameters and calculation basis for component importance 
analysis. The failure rate is the change of component failure prob-
ability per unit time, and the main influencing element of maintenance 
rate is the component failure rate, which is crucial content for real-
izing specific system functions and ensuring system reliability. The 
equivalent failure rate can comprehensively measure the influence of 
all component states on the success probability of system output, it 
is an extension of component importance, which can provide a refer-
ence for system reliability analysis and improvement. The failure rate 
and maintenance rate of key components in the PMSM drive system 
are given according to the military standard (GJB/Z299C-2006), as 
shown in Table 1.

SIMULINK provides a comprehensive and efficient integrated 
environment, which can accomplish the modelling and simulation 
functions of a dynamic system for users. It is widely used in the com-
plex simulation and design of automatic control principles and signal 
processing technology.

The package design of several common operators in SIMULINK 
is as below:

(1) Signal generator
The signal generator has no input, only output, so it can be simu-

lated with Constant.
(2) Two-state unit
The operator has only two states, success or failure. The system 

model of the two-state unit is shown in Fig. 3 (a).
The embedded M-file of the Embedded MATLAB Fcn block is

	 function y=fcn(u)
	                                   A=u(1,:)'*u(2,:);
	                       y=A(:,2)'

In the formula, u is the input of the GO operator, y is the output of 
the GO operator, and the middle operation expression is written ac-
cording to the operation rules of the two-state unit.

(3) AND gate
The output signal state of AND gate is the maximum state value of 

the input signal flow. And gate modeling is shown in Fig. 3 (b).
The embedded M-file of the Embedded MATLAB Fcn block is

	 function y=fcn(u)
	                                   A=u(1,:)'*u(2,:);
	                                                      y=[A(1) sum(sum(A))-A(1)]

(4) OR gate

The output signal state of OR gate is the minimum state value of 
the input signal flow. Or gate is shown in Fig. 3 (c):

The embedded M-file of the Embedded MATLAB Fcn block is
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                function y=fcn(u)

	 ( ) ( ) ( ) ( ) ( )u=[u 3  1-u 1 -u 3 ;u 4  1-u 2 -u(4)];
	 A=u(1,:)'*u(2,:);

	 ( )( ) ( )( )y=[1-sum sum A ;sum sum A -A(4)]'

Fig. 4 replaces the GO operators in Fig. 2 directly with the simula-
tion model. According to the GO diagram of the electric aircraft drive 
system in Fig. 2, each operator in the GO diagram is encapsulated 
according to the packaging model. The state probability matrix of 
each operator is input through the Constant module in SIMULINK 
Library Browser. Finally, the SIMULINK reliability analysis simula-
tion model of the electric aircraft drive system is shown in Fig. 4. The 
operation rules of these operators are described above in the article. 
The reliability data of components in Table 1 is input into the Constant 
module, and the reliability output data at each signal flow can be ob-
tained by running the simulation.

Step1 Calculate the steady-state availability of system components:
Substitute the reliability data of system components in Table 1 

into Equations (6) ~ (9), and the calculated steady-state availability 
is shown in Table 2.

Step2 Calculate the component failure importance:
Bring reliability data into SIMULINK simulation models, and 

the probability of system success state rP (1)  is calculated to be 
0.99816610, so the equivalent failure rate λr  is 0.00183390. Substi-
tuting in equations (10) and (11), the failure importance of each com-
ponent can be obtained in Table 3.

Step3 Calculate the weight of indicators
The electric drive system has a total of 15 components and 2 evalu-

ation indexes. ijx  represents the value of the jth evaluation index of 
the ith sample. The evaluation matrix can be obtained from equation 
(12).

Table 1.	 Failure rate and maintenance rate of key components

Component Name Failure rate / h Maintenance rate / h

Power source 0.0000486 0.0001220

DC/DC Converter 0.0000700 0.0003860

Voltage sensor 0.0000390 0.0002130

Amplifier 0.0000032 0.0000206

Bus current sensor 0.0000420 0.0001880

Three-phase output cur-
rent sensor 0.0000420 0.0001880

Conditioning circuit 0.0000059 0.0000202

Filter 0.0000170 0.0001010

Hall sensor 0.0000230 0.0001860

Photoelectric encoder 0.0000580 0.0003020

DSP 0.0000703 0.0003880

Bus transceiver 0.0000119 0.0001080

Driver board 0.0000210 0.0001980

IGBT（Contain the ca-
pacitance plate） 0.0000414 0.0003220

PMSM 0.0000150 0.0001090

AND gate --- ---

OR gate --- ---

Table 2. Steady-state availability of key components.

Number Type Component Name Steady-state Availability

1 5 Power source 0.7151231

2 1 DC/DC Converter 0.8464912

3 1 Voltage sensor 0.8452381

4,6,8,10,12 1 Amplifier 0.8655462

5 1 Bus current sensor 0.8173913

7,9,11 5 Three-phase output 
current sensor 0.8173913

14 1 Conditioning circuit 0.7739464

15 1 Filter 0.8559322

16 1 Hall sensor 0.8899522

17 1 Photoelectric en-
coder 0.8388889

20 1 DSP 0.8466070

21 1 Bus transceiver 0.9007506

22,24,26 1 Driver board 0.9041096

23,25,27 1 IGBT（Contain the 
capacitance plate） 0.8860759

29 1 PMSM 0.8790323

13,19,28 10 AND gate

18 2 OR gate

b)

a)

c)

Fig. 3.	 Encapsulation model. (a) is two-state unit-Embedded MATLAB Func-
tion. (b) is AND gate-Embedded MATLAB Function. (c) is OR gate-
Embedded MATLAB Function
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Fig. 4. Simulation Model for Simulink Reliability Analysis of Electric Aircraft Drive System

Table 3.	 Failure importance of the key components

Component Name
System success 

probability (fail-
ure rate is λci )

System success 
probability (failure 

rate is 5 λci )

Average number of system 
failures caused by compo-

nent faults

Failure importance

Power source 0.9955 0.9890 0.0000016 0.0008617 

DC/DC Converter 0.9948 0.9917 0.0000011 0.0005919 

Voltage sensor 0.9945 0.9928 0.0000003 0.0001809 

Amplifier 0.9943 0.9938 0.0000000 0.0000044 

Bus current sensor 0.9946 0.9927 0.0000004 0.0002177 

Three-phase output current sen-
sor 0.9954 0.9892 0.0000013 0.0007103 

Conditioning circuit 0.9944 0.9935 0.0000000 0.0000145  

Filter 0.9947 0.9922 0.0000002 0.0001159 

Hall sensor 0.9942 0.9942 0.0000000  0.0000000 

Photoelectric encoder 0.9942 0.9942 0.0000000 0.0000000 

DSP 0.9948 0.9917 0.0000011 0.0005944 

Bus transceiver 0.9943 0.9938 0.0000000 0.0000162 

Driver board 0.9944 0.9934 0.0000001 0.0000573 

IGBT (Contain the capacitance 
plate) 0.9943 0.9937 0.0000001 0.0000678 

PMSM 0.9942 0.9941 0.0000000 0.0000041 

AND gate

OR gate
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Objective weighting calculation:

Normalized 1.	 ijx , and normalized matrix X′  is obtained by cal-
culation of equation (13).
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The mean value of the index 2.	 '
jx  is calculated from equation 

(14), and the standard deviation is σ j
' , which can be calculated 

from equation (15):

	
15

' ' '
j ij 1

i=1

1x = x x =0.6898658 
15

⇒∑
	 '

2x =0.2659092  

	 σ ⇒ σj
'

i=1

15
ij
'

j
' 2

1
'= 1

15
(x -x ) =0.2573791∑

The correlation coefficient 3.	 '
ijρ  is calculated from equation 

(16), and the information amount '
jE  is calculated from equa-

tion (17).

	
'
ij=-0.6127065   ρ

	

' 15j' ' '
j ij 1' k=1j

E = (1- ) E =2.0440027  
x

⇒
σ

ρ∑

	
'
2E =0.6016777

The objective weight 4.	 1ω  of steady-state availability and the 
objective weight 2ω  of failure importance are calculated from 
equation (18).

	
'
j

j 12 '
jj=1

E
= =0.2274189

E
⇒ω ω

∑
2=0.7725810ω  

Fig. 5. Weighted importance of key components.

Table 4.	 Weighted importance of components

Component Name Steady-state availability Failure importance Component importance

Power source 0.0000000 1.0000000 0.7725811 

DC/DC Converter 0.6951192 0.6868527 0.6887327 

Voltage sensor 0.6884884 0.2098866 0.3187297 

Amplifier 0.7959464 0.0050660 0.1849272 

Bus current sensor 0.5411403 0.2526199 0.3182349 

Three-phase output current sensor 0.5411403 0.8243387 0.7599340 

Conditioning circuit 0.3112564 0.0168127 0.0837748 

Filter 0.7450750 0.1345575 0.2734007 

Hall sensor 0.9250876 0.0000000 0.2103824 

Photoelectric encoder 0.6548923 0.0000000 0.1489349 

DSP 0.6957319 0.6897953 0.6911454 

Bus transceiver 0.9822264 0.0188385 0.2379312 

Driver board 1.0000000 0.0664859 0.2787847 

IGBT (Contain the capacitance plate) 0.9045771 0.0786353 0.2664701 

PMSM 0.8673062 0.0047491 0.2009109 
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The objective weight of the steady-state availability of compo-
nents is 0.2274189, and the objective weight of failure importance is 
0.7725810. The importance of the key components obtained by com-
prehensive weighting is shown in Table 4. Drawing the importance of 
the components in Table 4 as a bar graph, the results can be analyzed 
more intuitively, as shown in Fig. 5.

4. Discussion
As we can see from Table 4 and Fig. 5, the failure of the power source, 
three-phase output current sensor, DSP and DC/DC converter will 
have a tremendous impact on the overall system. Accordingly, reli-
ability optimization design should be carried out, such as increasing 

redundancy and selecting devices with higher reliability to enhance 
the reliability level of the electric aircraft drive system.

According to the previous analysis results, when the power source 
fails, it has the largest impact on the overall reliability of the system, 
so the redundant design of the power source is carried out. Since the 
system reliability is closely related to the component failure prob-
ability, the components with failure probability exceeding 5.0×10-5/h, 
such as photoelectric encoder, DSP and DC/DC converter, are de-
signed with redundancy to improve the system reliability. In addition, 
considering that PMSM plays a central role in the whole system as an 
executive component, redundant designed or replacement with a six-
phase PMSM is required.

Table 5.	 Operator data of PMSM drive system after adding redundancy

Number Type Component Name Success rate (10−5 /h) failure rate (10−5 /h)

1~m 5 Power source 1−λ 4.86

3~n 1 DC/DC Converter 1−λ 7.00

5 1 Voltage sensor 1−λ 3.90

6,8,10,12,14 1 Amplifier 1−λ 0.32

7 1 Bus current sensor 1−λ 4.20

9,11,13 5 Three-phase output current sensor 1−λ 4.20

16 1 Conditioning circuit 1−λ 0.59

17 1 Filter 1−λ 1.70

18 1 Hall sensor 1−λ 2.30

19~p 1 Photoelectric encoder 1−λ 5.80

23~o 1 DSP 1−λ 7.03

25 1 Bus transceiver 1−λ 1.19

26,28,30 1 Driver board 1−λ 2.10

27,29,31 1 IGBT（Contain the capacitance plate） 1−λ 4.14

33~q 1 PMSM 1−λ 1.50

15,22,32 10 AND gate --- ---

2,4,20,21,24,34 2 OR gate --- ---

Fig. 6. GO diagram of PMSM system after adding redundancy
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In summary, the redundant design of the power source, photoe-
lectric encoder, DSP, DC/DC converter and PMSM is carried out to 
enhance the output success probability of the electric drive system. 
Assuming that the redundancies of the power source, DC/DC con-
verter, photoelectric encoder, DSP and PMSM are M, N, P, O, and Q, 
respectively, the corresponding signal flow are 1 ~ m, 3 ~ n, 19 ~ p,  
23 ~ o, 33 ~ q. The operator data is shown in Table 5, and the system 
GO diagram after adding the margin is shown in Fig. 6.

When M=N=P=O=Q=1, the reliability data of the signal flow 34 
represent the reliability characteristics of the electric aircraft drive 
system with single redundancy. Since modern aviation technology 
system components generally adopt dual-redundant, triple-redundant 
or even quad-redundant configurations, let M=N=P=O=Q=x take in-
tegers from 1 to 4, respectively, and obtain system reliability data as 
shown in Table 6.

The reliability of the electric aircraft drive system increases sub-
stantially when the redundancy of power source, photoelectric en-
coder, DSP, DC/DC converter and PMSM are increased from 1 to 
2. The electric aircraft drive system reliability varies little when the 
redundancy is increased from 2 to 4. Therefore, considering factors 
such as cost, volume, and weight, dual redundancy is a better choice 
to enhance system reliability. It can increase system reliability by 
0.0204%.

5. Conclusions
This paper presents new research results and methods. According 
to the working characteristics of the electric aircraft drive system, a 
method of importance analysis of the key components of a repairable 

system based on the GO method is proposed. Based on the reliability 
simulation model of the electric aircraft drive system, the steady-state 
availability and fault importance of key components of the system 
are calculated. The objective weights of steady-state availability and 
fault importance of the system are determined by the CRITIC method. 
The importance of the key components is obtained by the weighted 
summation. Meanwhile, an idea of system redundancy design based 
on the importance of components is proposed to provide data sup-
port for the early design of the system. In the system operation stage, 
this method can be used to reasonably allocate inspection and main-
tenance resources, so as to ensure that the most crucial system units 
can operate normally.

The case verification and analysis results illustrate that the pro-
posed method can comprehensively evaluate the vulnerability of the 
electric drive system, and provide an important basis for improving 
the reliability of the electric aircraft drive system. The method is more 
comprehensive and more reasonable than the evaluation of a single 
index.

In the actual evaluation of the importance of components, there are 
many influencing factors, such as the environment in which the sys-
tem is located, the cause and degree of failure, and the level of repair 
personnel. These factors will affect the evaluation of the importance 
of components. Therefore, it is necessary to establish a more compre-
hensive model to evaluate the importance of components. In addition, 
the research object is set as a two-state system, and the components in 
the system also have several degraded working states during the tran-
sition from the successful state to the fault state. Therefore, follow-up 
research can be continued on reliability analysis and component im-
portance analysis of polymorphic electronic systems.

Table 6.	 Operator data of PMSM drive system after adding redundancy

System redundancy 1 2 3 4

System reliability 0.999351295 0.999555078797355 0.999555091221017 0.999555091221825
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Appendix A

Component Name Failure rate / h Maintenance 
rate / h

Steady-state 
availability

Failure impor-
tance

Weighted  
steady-state 
availability

Weighted failure 
importance

Weighted 
component 
importance

Power source 0.0000486 0.0001220 0.7151231 0.0008617 0.0000000 1.0000000 0.7725811 

DC/DC Converter 0.0000700 0.0003860 0.8464912 0.0005919 0.6951192 0.6868527 0.6887327 

Voltage sensor 0.0000390 0.0002130 0.8452381 0.0001809 0.6884884 0.2098866 0.3187297 

Amplifier 0.0000032 0.0000206 0.8655462 0.0000044 0.7959464 0.0050660 0.1849272 

Bus current sensor 0.0000420 0.0001880 0.8173913 0.0002177 0.5411403 0.2526199 0.3182349 

Three-phase output cur-
rent sensor 0.0000420 0.0001880 0.8173913 0.0007103 0.5411403 0.8243387 0.7599340 

Conditioning circuit 0.0000059 0.0000202 0.7739464 0.0000145  0.3112564 0.0168127 0.0837748 

Filter 0.0000170 0.0001010 0.8559322 0.0001159 0.7450750 0.1345575 0.2734007 

Hall sensor 0.0000230 0.0001860 0.8899522 0.0000000 0.9250876 0.0000000 0.2103824 

Photoelectric encoder 0.0000580 0.0003020 0.8388889 0.0000000 0.6548923 0.0000000 0.1489349 

DSP 0.0000703 0.0003880 0.8466070 0.0005944 0.6957319 0.6897953 0.6911454 

Bus transceiver 0.0000119 0.0001080 0.9007506 0.0000162 0.9822264 0.0188385 0.2379312 

Driver board 0.0000210 0.0001980 0.9041096 0.0000573 1.0000000 0.0664859 0.2787847 

IGBT (Contain the ca-
pacitance plate) 0.0000414 0.0003220 0.8860759 0.0000678 0.9045771 0.0786353 0.2664701 

PMSM 0.0000150 0.0001090 0.8790323 0.0000041 0.8673062 0.0047491 0.2009109 

AND gate --- ---

OR gate --- ---
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1. Introduction
Diesel engines dominate in 95% of the main propulsion of modern 
cargo sea vessels. As a result of normal wear and tear, as well as ran-
dom interactions, they are subject to evolutionary degradation of their 
technical condition. Effective engine operation requires a reliable 
identification of the causes of wear of its systems and components, 
especially accelerated wear, of varying degrees of importance. Im-
portant systems, the failure or damage of which poses a threat to the 
performance of the transport task by the ship, include: the piston-cyl-
inder system, the crank system and the turbocharging system, which, 
according to [31], causes 24.7% of all engine damage.

The analysis of the impact of the degradation of the technical 
condition of the turbocharging system components on the operating 
parameters, economy and reliability of marine engines was carried 
out in [4] with the use of the Konsberg turbocharged marine engine 
simulator. The reliability analysis of such a system was performed 
in [3]. The reliability model of a ship engine cooperating with a tur-
bocharger was considered in [22], using the Weibull distribution for 
this purpose. The need to recognize the real effects of limiting the ef-

ficiency of rotating machinery and possible failure of the turbocharger 
in the turbocharging system of the marine engine was obtained based 
on the results of simulation tests described in [11]. The ecological 
consequences of the operation of a malfunctioning two-stroke engine 
turbocharger regarding NOx emissions are included in the complete 
analysis presented in the paper [13]. The publication [30] presents the 
results of an extended plan of experiments on a turbocharged four-
stroke marine engine. By modifying the engine air intake manifold 
for additional compressed air supply, it was possible to increase the 
air pressure downstream of the turbocharger compressor, thereby 
generating unstable operation. The measurement results were used 
to determine the range of the unstable operation field on the com-
pressor characteristics and the form of instability at any point in the 
engine operating field. The paper [20] presents a mathematical model 
constituting the basis of a simulation model of steady and transient 
operation of a turbocharged, slow-speed compression-ignition engine. 
Particular attention was paid to the study of the stability and measure-
ment availability in difficult conditions, such as difficulties in clean-
ing the interscapular channels. In the work [28], a systematic analysis 
of friction losses in the turbocharger bearings was carried out.

The article presents a diagnosis of turbochargers in the supercharging systems of marine 
engines in terms of maintenance decisions. The efficiency of turbocharger rotating machines 
was defined. The operating parameters of turbocharging systems used to monitor the correct 
operation and diagnose turbochargers were identified. A parametric diagnostic test was per-
formed. Relationships between parameters for use in machine learning were selected. Their 
credibility was confirmed by the results of the parametric test of the turbocharger system and 
the main engine, verified by the coefficient of determination. A particularly good fit of the 
describing functions was confirmed. As determinants of the technical condition of a turbo-
charger, the relationship between the rotational speed of the engine shaft, the turbocharger 
rotor assembly and the charging air pressure was assumed. In the process of machine learn-
ing, relationships were created between the rotational speed of the engine shaft and the boost 
pressure, and the indicator of the need for maintenance. The accuracy of the maintenance 
decisions was confirmed by trends in changes in the efficiency of compressors.
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Figure 1 shows the contaminated rotor of the ABB TPL 67-C type 
6L50 DFDE turbocharger radial compressor, with salt deposits on the 
rotor blades emphasizing the contours of the impressions of the disas-
sembled diffuser blades around the rotor (photo a) and a view of the 
rim of contaminated turbine expansion devices, after exceeding the 
resource working hours of the turbocharger by over 2000 (photo b) of 
the turbine powered by marine fuel combustion products.

Fig. 1. View of  flow canals of a rotor in a radial compressor (a) with blades 
of  turbine expansion instruments (b) of the ABB TPL 67-C type com-
pressor contaminated during a normal operation of a marine engine 
turbocharging system

The channels between the compressor blades 
are covered with contaminants contained in 
the aspirated sea spray and oil vapours pass-
ing through the seals between the compressor 
rotor and the bearings. Hard deposits of sea 
salt mixed with components of exhaust fumes 
and industrial dust in coastal areas change the 
surface condition of the flow channels, the 
geometry of the blades and, consequently, the 
characteristics of the machines. By increasing 
the imbalance of the rotor assembly, the dete-
rioration of the technical condition of the rotor 
blades contributes to an increase in rotor mass 
and vibration of the rotor shaft and accelerates 
bearing wear. The likelihood of pumping in-
creases, which precludes further operation of the 
turbocharging system. Figure 2 shows the view 
of the rim blades of the turbine expansion de-
vices of the ABB TPL 67-C turbine with discoloration of tar deposits, 
carbon deposits from incomplete and incomplete fuel combustion and 
oil vapours from leaks in the lubrication system. The confrontation of 
the examples of the surface condition of the blades of the expansion 

devices shown in Figures 1b and 2 confirms the possibility of large 
differences in the properties of the deposits on the blades at various 
stages of operation, their random thicknesses and distributions deter-
mining the quality and nature of energy conversion processes in the 
channels between the turbine blades, and consequently the efficiency 
compressors and turbines.

Fig. 2. Blade rim of expansion instruments of a turbocharger of the  ABB TPL 
67-C type  contaminated with deposits of fuel combustion products

Experimental studies for the real 3AL25 / 30 four-stroke marine 
engine are presented in [31]. Based on the results of an active experi-
ment on a technical scale, the share of contaminants and sediments of 
individual elements of the turbocharging system in the impact on the 
engine operating parameters was given, as shown in Figure 3. Con-
tamination concerns the compressor flow channels in 56%, the turbine 
flow channels 22%, the air cooler 11 %, air filters 6%, compressor and 
turbine rotor channel cleaning systems 4%, other elements 1%.

In practice, the number of measured parameters of the turbocharg-
ing system operation does not provide sufficient information about 
the quality of energy conversion processes to determine the efficiency 
of rotating machines, and, consequently, about the need to perform 
services that reconstruct the technical condition of the inter-vane ro-
tating machines channels. The technical condition of the surface of 
the blades has a direct impact on the efficiency of the compressor 
and turbine. However, to determine them, it is necessary to know the 
operating parameters measured during the operation of the engine and 
turbocharger.

The article [6] presents the concept of diagnosing the exhaust tract 
for monitoring the state of the turbocharger of the ship’s main en-
gine. The flue gas flow rate indicator was proposed, characterizing the 
flue gas volume flow and isentropic efficiency, as two dimensionless 

Fig. 3. Contribution of contaminants and sludge to the effect on engine performance
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indicators for assessing the technical condition of the turbocharger. 
Moreover, the non-linear relationship between these two indicators 
and the measurable parameters of the exhaust tract of the turbocharger 
was investigated. A novel method for assessing the degradation of tur-
bocharger efficiency has been defined. The paper [17] presents the 
influence of the surface roughness of the blades on the compressor 
efficiency and noise emission in the turbocharger of the diesel engine, 
while the paper [18] presents the results of numerical processing of 
the results of the acoustic signal parameters measurements in the tur-
bocharger. The turbocharger condition monitoring system, especially 
for passenger vehicles, is presented in [14]. Possible malfunctions of 
turbochargers with their cause-effect relationships and frequency of 
occurrence were investigated. Compressor degradation (due to con-
tamination with oil deposits and combustion product deposits, for ex-
ample) was identified as the only malfunction worthy of further inves-
tigation. An approximate model of compressor efficiency reduction 
because of tar contamination of the blades was proposed by means of 
a regression function related to the actual, clean, and degraded com-
pressor characteristics data. Based on the results of the simulation of 
a diesel engine based on an approximate model, it was found that 
when the efficiency of the compressor is reduced, three symptoms 
appear: increased blade angle adjustment in the turbine with variable 
geometry blades, which leads to an increase in the rotational speed 
of the rotor and an increase in air temperature at the outlet from the 
compressor. Limited diagnostics of malfunctions and prediction of 
turbocharger failures by means of the analysis of the thrust load of the 
turbocharger thrust bearing are presented in [33].

The methods and diagnostic models described above are based 
on large groups of measurement or simulation data. Neither of these 
methods is a solution to a diagnostic task based on a limited set of 
measured engine and turbo performance parameters. There is no 
method of assessing the efficiency of the rotating machinery of 
a turbocharger, necessary to assess the quality of energy conver-
sion in a ship engine, and, consequently, to undertake mainte-
nance activities, or replace components with new ones.

Attempts to use determined diagnostic models in the opera-
tional verification diagnostics of turbochargers encounter diffi-
culties due to the limited availability of measurement of air and 
exhaust gas parameters in the turbocharging system and diffi-
cult-to-measure disturbances from accompanying processes.

In technical issues where there is no data to solve the prob-
lem based on known physical dependencies, energy conserva-
tion equations, artificial intelligence methods are often used. 
These methods do not operate with differential equations but 
are usually optimized dependency rules in the case of fuzzy 
logic or for neural networks a black box with weight connec-
tions between neurons with specific activation functions. Creat-
ing neural networks and learning their dependencies to obtain 
decision information is also called machine learning.

For the diagnosis of turbochargers, many methods and algo-
rithms are proposed, extending the possibilities of using motor 
diagnostics [32]. There are known applications of fuzzy logic 
to control a turbocharger [10] as well as the identification of 
turbocharger operating parameters based on vibroacoustic sig-
nals [29] and the analysis of the vibration spectrum to identify 
damages [7]. There are also proposals to use neural networks to 
identify faults based on vibroacoustic signals from compressors 
[8] and piston internal combustion engines [25]. Machine learn-
ing has also been proposed to predict both damage to compres-
sor blades [26] as well as compressor shutdown times [12]. The 
topic of prediction was also discussed in connection with forecasting 
operating parameters and potential inefficiencies of turbines [23] and 
predicting maintenance / servicing of turbochargers [16]. Predicting 
the need to repair car compressors using the service records and regis-
tered vehicle data is presented in [24]. The methods and results of the 
application of supervised machine learning techniques to the task of 
predicting the need for repair of air compressors in commercial trucks 

and buses are described. The predictive models come from recorded 
on-board data collected during workshop visits. These data were col-
lected over three years based on the performance of a large number 
of vehicles.

In the further part of the article, the authors present the con-
cept of introducing the service necessity indicator M, which classifies 
a turbocharger for servicing. The value of the indicator is estimated 
based on the measured values of the engine speed and the boost air 
pressure from the turbocharger. An attempt was made to create a 
neural classifier to which known neural networks with feed-forward 
backpropagation were applied. For the computational work, measure-
ment data from a marine engine operated in standard conditions were 
used, and a graphical interface for teaching nntool neural networks in 
Matlab was used.

2. Problem formulation
Deterioration of compressor and turbine blade surfaces, changes the 
aerodynamics of the air and exhaust flow, reducing the flow capacity 
of the inter-blade canals of the rotating machines, which is reflected 
in [17]:

change in the rotor unit speed;––
decrease of efficiency of turbocharger and engine machines;––
increase of engine fuel consumption,––
generation of vibrations resulting from the unbalance of the tur-––
bocharger rotor unit;

with simultaneous change of thermal and flow parameters of air 
and exhaust gases in the turbocharging system. The turbocharging 
system of the engine consists of a turbocharger with an air filter, noise 
silencer and charging air cooler. Fig. 4 shows a diagram of the system 
with marked control planes. 

This paper studies a turbocharger consisting of a rotor unit mount-
ed on bearings embedded in a hull with an exhaust gas collector. The 
rotor unit includes a radial compressor  with straight blades and a rim 
of turbine blades, shafts connected by couplings, supported in bearing 
seats with thrust axial and sealing rings. A diagram of the turbocharger 
rotor unit with labelled control planes for the needs of a mathematical 
model is shown in Figure 5.

Fig. 4.	 Diagram of the turbocharging system for a marine diesel engine:  
1 – charging air reservoir; 2 – exhaust gas collector
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Fig. 5. Diagram of a turbocharger rotor unit with control plane numbers

Standard condition monitoring systems of turbocharging systems 
used on  ships do not ensure the determination of compressor and 
turbine efficiency based on the results of current measurements of 
operational parameters. Not all necessary parameters of thermody-
namic processes can be reliably accessed by measurements. If the 
key operational issue is to maintain the turbocharging system of the 
engine in the condition of the highest possible efficiency which does 
not decrease during its operation, it is necessary to control systemati-
cally the relationships between operational parameters in confronta-
tion with admissible and limiting parameters. Operational parameters 
used for the evaluation of correctness of energy transformations in the 
turbocharger should serve as an argument for formulating service con-
clusions. However, the condition of  task realization is the availability 
of operational parameters of the turbocharger subunits determining 
the methods of decision making or application of machine learning.

3. Efficiency of turbocharger rotating machines
In the mathematical model built, it was assumed that the measure of 
the quality of the air compression and exhaust gas expansion process is 
the isentropic efficiency of the compressor and turbine. The compres-
sion process was considered to be an adiabatic irreversible one with 
increasing entropy due to internal friction in the flow canals of the 
compressor. Figure 6 shows the air compression process in enthalpy-
entropy coordinates, from the state of 1*(p*1, t*1) at the compressor 
inlet, to the state of 2*(p*2, t*2) at the compressor air outlet.

Fig. 6. The air compression process in enthalpy-entropy coordinates

According to the notational convention used in the model, the isen-
tropic efficiency of the compressor  η*

c  is defined as the ratio of the 
enthalpy gain of isentropic compression ∆i*

sC  to the work of the ac-
tual compression l*
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Treating air as semi-perfect gas and assuming for i* = cpaT*  the av-
erage specific heat of transformation cp12 = idem as constant, relation  
(1) will take the form of:
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The isentropic efficiency of compression in the total parameters be-
tween state 1*(p*1,T*1) and state 2*(p*2,T*2) considers the conversion 
of kinetic energy of the air in state 2* into static pressure energy, thus 
increasing in the outlet diffuser, the pressure of the charging air. By sub-
stituting the equation of the isentropic conversion into formula (2), the 
relation for the isentropic efficiency of compression expressed in the air 
state parameters  determined by measuring the total pressures and tem-
peratures at the air inlet and outlet from the compressor was obtained
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where the properties of the air in transformation are described by the 
isentropic exponent for the air κa = 1.4. The exhaust gas heat conver-
sion process between the states 3*(p*

3, T*
3 ) and 4*(p*

4,T*
4) as the adi-

abatic transformation of the exhaust gas into the enthalpy-entropy coor-
dinates is shown in Figure 7. Using the symbols shown in the graph (Fig. 
7), the efficiency of the turbine ηT is defined as the ratio of the actual 
available enthalpy drop in the turbine ∆i*

34 between states 3*(p*3,T*3) 
- 4*(p*4,T*4), internal operation of the turbine l*

 T34, to the isentropic 
available exhaust enthalpy drop ∆i*

s T between states 3* - 4s*.
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From the physics of conversion, the internal work of the turbine 
is smaller than the disposed isentropic enthalpy drop in the turbine 
due to frictional losses in real processes. Treating the exhaust gas as 
semi-perfect and assuming for i* = cpgT*  the average specific heat 
of transformation to be  cp12 = idem the defining relationship (4) is 
formulated in the following form:
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By substituting the isentropic equation into relation (5), we ob-
tained the isentropic efficiency of the turbine expressed by measur-
able parameters of the state of exhaust gases before and after  the 
turbine
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where Kg = 1,33  is the average isentropic exponent for marine fuel 
exhaust.
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Determination of compressor efficiency according to equation (3) 
and turbine efficiency according to relation (6) requires reliable meas-
urements of air parameters in states 1 and 2 and exhaust parameters in 
states 3 and 4, in Figure 6.

Based on the experience of studies [31], [9], [15], [13] it was as-
sumed that the informative character of operational diagnostics 
should ensure the assessment of the technical condition of a turbo-
charger based on values of observed operational parameters and en-
able to make important maintenance decisions based on a generalized 
parameter.

4. Parametric diagnostic test
Cleaning of inter-blade channels of rotating machines belongs to the 
important and characteristic turbocharger services. The prerequisite 
for the identification of the sought-after malfunction is the knowledge 
of the relationships between the state characteristics and the param-
eters of the thermal-fluid signal and operational diagnostics]. Iden-
tification of relations, with simultaneous recognition of operational 
parameter measurement availability has been performed based on the 
population of marine engine turbochargers of several types.

To recognize  measurability, variability, and relationships between 
the operational parameters of the turbocharging system, a passive 
operational experiment was carried out using a MAN type TCA55 
turbocharger, cooperating with a Sulzer 6RTA48TB type main propul-
sion engine of 7 368 kW. The measurements were performed using 
standard control and measuring equipment [5]. Selected measurement 
results, in the form of courses of values of operational parameters of a 
turbocharger of the  MAN TCA55 type: charging pressure p2 (Fig. 8), 
main engine rotational speed nME, turbocharger rotor speed nTC (Fig. 
9), air temperature in the engine room t0, oil behind the turbocharger 
bearing tol2 and charging air behind the cooler t22 as a function of 
operation time (Fig. 10), represented by the numbers of consecutive 
observations, are shown in Figs. 8-10.

Fig. 8. Variability of charging  pressure and turbocharger rotor speed as a 
function of observation numbers

The expected parameter of the charge exchange system is the 
charging air pressure p2, whose strong relationships with the turbo-
charger rotor unit speed and engine shaft speed are shown by the runs 
in Figures 9 and 10.

Fig. 9. The main engine speed and turbocharger rotor speed runs as a function 
of observation numbers

While the runs of the parameters in fig. 8 and 9 creating mutual 
relationships showed their diagnostic usefulness, the confrontation 
of the courses of air temperature in the engine room (temperature of 
sucked air at the beginning of compression), oil temperature behind 
the turbocharger bearing and charging air behind the cooler shown in 
fig. 10, are the parameters of different subunits and they do not show 
mutual relations.

Fig. 10.	 Engine room air temperature, oil temperature behind the turbocharg-
er bearing and charging air temperature after the cooler as a function 
of observation numbers

The value of  air temperature behind the cooler is kept constant at 
t22 = 45.5°C = idem. This temperature is regulated by a three-way 
valve in the LT (Low Temperature) cooling system, controlled by an 
air temperature sensor behind the cooler. Thus, the charging air tem-
perature measured after the cooler is not a diagnostic parameter, it 
merely confirms  correct functioning of the system.

During the period of the passive operational experiment, none of 
the monitored parameters of the turbocharger operation reached the 
limiting or admissible value. To evaluate the  efficiency of the com-
pressor based on formula (3) and  turbine efficiency based on formula 
(6) it is necessary to know the measured air temperature directly be-
hind the compressor T*2 and the exhaust gas pressure before the tur-
bine . In many types of turbochargers, as well as in the tested one, the 
manufacturers did not foresee the technical possibility to make this 
type of  measurements.

Therefore, the operational experiment was extended to include 
measurements performed on  turbocharging systems of four main en-
gines of the  MAK M43 type with a turbocharger of the  ABB TPL 77 
type, equipped with the possibility of measuring the air temperature 
behind the compressor t2 [2]. During one observation, the following 
were measured: air temperature at the turbocharger inlet t1, air tem-
perature t2 and air pressure p2 after the compressor, air temperature at 
the air cooler outlet t22, exhaust gas temperature before the turbine t3 

Fig. 7. Expansion process of exhaust gases in a single-stage turbine in en-
thalpy-entropy coordinates
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and after the turbine t4, rotational speed of the turbocharger rotor unit 
nTC, pressure drop at the air cooler Δp2-22, and fuel delivery indicator 
at the fuel pump x. Measurement observations were made once a day 
and marked with consecutive numbers. The correctness of the measure-
ments was verified by determining the quality measure of the model fit 
using the coefficient of determination R2. Figure 11 presents graphi-
cally an example of  air pressure after the compressors as a function of 
the turbocharger rotor speed of the four investigated engines [2]. The 
values of determination coefficients shown in the figure are in the range 
of 0.9-1.0, confirming their particularly good model fit and thus the 
diagnostic usefulness of the measured charging pressure.

Fig. 11. Air pressure after compressor p2 versus rotor speed nTC of ABB TPL 
77 turbocharger

Using the results of measurements obtained during these obser-
vations, compressor efficiencies were calculated in accordance with 
equation (3) in various technical states of the surfaces of compressor 
inter-blade canals, before and after washing, before and after replac-

ing the dirty air filter. The results of these calculations are presented 
in Table 1.

The obtained results of calculations for each of the  engines, from 
the whole measurement series, have been  confronted with the refer-
ence parameters of engine no. 1, presented in table  2 [1]. The com-
pressor efficiency adopted the values fitting correctly into the ranges 
of reference parameters, consistent with the physics of wear and aging 
processes.

Figure 12 shows  trend patterns of decreasing compressor effi-
ciency of the four engines at selected operating time intervals. They 
confirmed the nature of compressor efficiency changes and revealed 
differences in the rate of deterioration, when sailing in different hy-
drometeorological conditions. Only during short operation intervals, 
from 4 to 6 days (observation numbers), the tendency for cyclic de-
crease in efficiency and then its increase, after the compressor canal 
cleaning, turbine cleaning or air filter replacement, has been noted.

Fig. 12. Trends in compressor efficiency reduction for four engines in selected 
operational periods

Among the set of parameters of  mathematical models of turbo-
charging systems, the symptoms of process diagnostics of the turbo-
charging system included such parameters of the main operational 
process as:

rotational speed of the main power engine –– nME;
rotational speed of turbocharger rotor unit  –– nTS;
air temperature and pressure before –– t1, p1 and after the compres-
sor t2, p2;
temperature and pressure of exhaust gas before –– t3, p3 and after 
the turbine t4, p4; in relation to the fuel rail setting, and selected 
parameters of  associated processes.

The lack of possibility to measure  exhaust gas pressure before the 
turbine in turbochargers, which is necessary to determine the expan-
sion of (p*

4/p*
3) the exhaust gas  in the turbine, makes it impossible 

to determine the efficiency of the turbine in operation, according to 
relation (6). With the limited usefulness of the parametric diagnostic 
test for undertaking maintenance services on turbocharger systems, 
an attempt has been made to apply machine learning to turbocharger 
diagnosis.

Table 1.	 Calculated compressor efficiencies

Engine number /
Observation 

number

nr 1
ηc[%]

nr 2
ηc[%]

nr 3
ηc[%]

nr 4
ηc[%]

 1 38.53 47.70 51.53 -

 2 27.45 36.64 43.93 76.59

3 29.15 33.70 41.73 43.62

4 23.88 33.79 41.62 42.69

5 31.03 41.84 44.52 44.74

6 14.32 17.61 34.94 40.68

7 44.15 52.27 - 51.17

8 20.69 30.42 29.79 36.50

9 14.48 24.84 30.98 30.24

10 - - - -

11 43.89 53.41 - 53.37

12 - - - -

13 - 47.85 49.21 53.27

14 34.89 44.20 46.85 47.52

15 33.33 41.94 48.43 47.97

16 20.31 28.94 33.79 36.26

17 39.61 50.12 40.22 -

18 31.24 40.85 45.07 -

19 8.33 - - -

20 26.51 16.56 47.40 39.24

21 42.56 37.19 53.15 -

22 - - 40.69 -

23 - 49.73 46.33 54.75

Table 2.	 Chosen reference parameters of  the ABB TPL 77 type  turbo-
charger engine

Charging air press. p2 [105 Pa] 1.074 2.394 2.943 3.302

Load [%] 50 85 100 110

Engine Power Pe [kW] 3900 6630 7800 8580

Compressor efficiency [%] 6.02 50.80 57.10 59.24
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5. Turbocharger diagnostics with the application of 
machine learning

The authors proposed a classification of the technical condition of a 
marine engine turbocharger based on the measurement signals of the 
main engine shaft speed and the charging air pressure at the compres-
sor outlet. These parameters were selected basing on the analysis of 
available measurement signals of various turbocharged engines and 
the relationships between engine and turbocharger parameters. Fig-
ures 8 and 9 show clear correlations between the main engine shaft 
speed and the turbocharger rotor speed (Figure 9) and the charging 
air pressure and the turbocharger rotor speed (Figure 8). Based on 
these relationships, a strong dependence of charging air pressure on 
the main engine shaft speed was assumed.

It was found that a neural network with two input signals of  the 
main engine speed nME and the charging air pressure p2 during ma-
chine learning would enable determination of the transformation 
function fnn of sets p2 and nME into a set of service necessity index M

	 ( )2, mf
MEp n M→ 	 (7)

The relationship described by equation (7) was realized by the neu-
ral network shown in Figure 13. Multilayer neural networks taught by 
back propagation error are a classic method that is perfectly imple-
mented in many utilities, including the Matlab nntool tool.

Fig. 13. A neural network implementing transformation (7)

6. Numeric experimental studies  
For the proposed method of identifying the need for turbocharger 
overhaul, simulation has been carried out using the results of measure-
ments based on the TCA55 turbocharger shown in Chapter 4, Figures 
8-10. Figure 14 shows the dependence of the charging air pressure p2 
on the main engine shaft speed nME at different engine loads.

Fig. 14.	 A function describing the relationship between the expected values 
of air charge pressure p2ex and a function describing the minimum 
acceptable values of air charge pressure p2min in relation to the main 
engine shaft speed (ME)

In Figure 14, the blue curve indicates the expected value of air 
charging pressure p2ex for the maximum turbocharger efficiency, 
determined by selecting maximum air charging pressure values for 
chosen main engine shaft speeds. The equation of the expected value 
curve p2ex=f(nME) was established as a trend line equation for these 
measurement points. The selected points and the equation of the trend 
line are shown in Figure 15.

Figure 14 also shows in red the curve of the p2min  limit air charging 
values. The measurement results below the limiting values indicate 
the turbocharger is in a condition requiring service. For each measure-
ment point the value of the index M has been assigned; for all points 
lying on the blue curve and above it, the need for servicing does not 
occur and the value of the coefficient is M = 0. For the points on the 
red line and below the curve the need for servicing occurs and the 
value of the index is M = 1. For the points situated between the lines 
the coefficient value was assumed to be linearly dependent on the 
measured value of the  p2m pressure 

	 2 2

2 2min

ex m

ex

p pM
p p

−
=

−
	 (8)

A plot of the variation of the M-value as a function of boost pres-
sure and engine shaft speed is shown in Figure 16.

Fig. 16. Variability of the service necessity index M

The machine learning experiment was carried out in MATLAB us-
ing the nntool interface. Neural networks with one input signal can 
have a quite simple structure, e.g., for mapping the trigonometric 
function (sine or cosine), a simple 1-7-1 network with one hidden lay-
er containing 7 neurons is enough. In the case of the described mod-
elling of the M index depending on two input parameters, the neural 
network with one hidden layer did not bring positive results. During 
subsequent experiments, the network size was determined as 2-80-
80-80-80-1that is 4 layers hidden with 80 neurons in each layer. The 

Fig. 15.	 Equation of the function of the expected values of charging air pres-
sure
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structure of the network is presented in Figure 17. In the hidden layers 
for all neurons, the tansig transfer function was used, which returns 
numerical values in the range <-1: 1>, while in the output layer the 
logsig function was used, which has the output value range <0: 1>.

To network learning , a set of cases was generated containing 500 
elements in the range of pressure and rotational speed values as shown 
in Figure 16. The values of the M index were determined according 
to equation (8). The data is shown in Figure 18. Case values are sum-
marized in the form of a matrix

	 2

MEn
p
M

 
 
 
  

 	 (9)

with a size of 3x500. The first two lines containing the numerical val-
ues of the nME engine speed and the boost pressure p2 were the input 
values of the neural network (input), while the last line containing the 
values of the service necessity index M constituted the expected net-
work responses (target). The set of cases was created in the following 
way: a set of 500 random values of the nME engine rotational speed 
in the value range <35: 110> [rpm] was generated. Then the values ​​
of p2min and p2ex were determined for these values. Where p2ex was 
calculated according to the equation presented in Figure 15. For the 
purposes of the experiment, p2min = 0.75p2ex was assumed. In the next 
step, 500 values of pressure p2m were drawn from the interval <p2min: 
p2ex >. With sets of nME and p2 values, the service necessity coefficient 
M was calculated according to equation (8). The numerical values ​​of 
the M index used as the target set are in the range <0: 1>, therefore the 
authors concluded that there is no need to normalize the data.

Fig. 18. Data for neural network learning

The trainlm function was selected to train the network, which im-
plements non-linear Levenberg-Marquardt optimization. The trainlm 
function is often recommended as a supervised first choice algorithm. 
This function randomly divides the provided set of cases into the fol-
lowing subsets: training set, which is 1/2 of the case set, validation 
set, which is 1/4 of the case set, and test set, which is 1/4 a collection 
of cases. The validation set is used to evaluate the learning quality of 
the network and to decide whether to stop training early if the quality 
of the network’s response to the validation vector (max_fail) does not 
improve or remains the same for a specified number of consecutive 
epochs. The test set is used to monitor whether the network is general-
izing correctly, but its results have no effect on the training progress.

The gradient descent with momentum weight and bias learning 
function was used to adapt the network, i.e., to change the weight 
value and the bias value. The function calculates the weight change 
for each neuron based on the input data, neuron error, weight or bias, 
learning rate coefficients and momentum.

The default parameters of the trainlm and learngdm functions were 
used in the network learning:

lp_lr = 0.01 learning rate,
lp_m = 0.9  momentum,
epochs =1000 - maximum number of epochs,  
goal = 0  expected mapping error,
max_fail = 6 validation error for a specified number of consecutive 

epochs,
max_fail_epochs = 50 number of epochs with invariant validation 

error
min_grad =1e-7 minimal performance gradient,
mu = 0,001 momentum change factor (initial value),
mu_dec = 0.1 reduction factor of mu,
mu_inc = 10 growth factor of mu,
mu_max = 1e10 maximum value of mu,
time  = inf  maximum time of network training [s].

Figure 19 shows the process of learning the network with a divi-
sion into the quality of mapping the training, validation, and test sets. 
Network training was completed after 211 iterations after the network 
mapping error condition was satisfied by subsequent generations 
(max_fail). The best representation of the validation set, obtained in 
161 iteration, was marked on the run. Over the next 50 epochs, the 
mapping error did not improve, which was the basis for completing 
network learning.

Fig. 19. The process of training a neural network

As a result of the network learning process, the correct mapping of 
the sets of boost pressure p2 and the rotational speed of the nME main 
engine into the service necessity index set was obtained. Figure 20 
shows the results of linear regression R mapping individual sets by 
the neural network and their generalization.

After learning the neural network based on the generated set of 
cases, the correctness of the neural network response was verified us-
ing the real measurement data presented in Figure 14. The results of 
the measurements were returned by the neural network to the correct 
values of the maintenance necessity factor M. The obtained values of 
the index M were plotted on the course of the index variability (Fig. 
16). The results are presented graphically in Figure 21.

Fig. 17. Neural network structure
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7. Summary
Methods of control of operational parameters and supervision of 
turbocharging system functioning in marine engines, which are 
currently used, do not provide full information for making main-
tenance/service decisions, in accordance with the adopted op-
erational strategy, classification society regulations and engine 
manufacturer’s regulations. Current control and archiving sys-
tems of operational parameters of turbocharging systems  may 
not always be expert systems with diagnostic reasoning. There 
are strong diagnostic relations between some of the operational 
parameters, resulting both from models of energy processes and 
from the obtained parametric diagnostic test results. They can 
be the basis for searching for methods of inference other than 
parametric ones The experimentally found strong diagnostic re-
lationships can be used to search for decisions based on other 
sources of information, such as machine learning. A turbocharg-
er service necessity index M was proposed. Its values depended 
on the marine engine shaft speed nME and compressor outlet air 
pressure p2. The process of teaching the artificial neural network 
the dependence of the indicator M = f (nME, p2) was carried out. 
The neural network responses were verified using the data from 
measurements on a real marine engine and promising results 
were obtained. The simulation experiment conducted in this re-
search demonstrated the usefulness of the proposed method in 
utilitarian diagnosis of turbochargers.

The authors conducted the first attempt to use artificial neural 
networks to classify a turbocharger for service work. Multilayer 
neural networks taught by back propagation error are a classic 
method. In the experiment, the authors focused on obtaining 
satisfactory results in the mapping of the proposed service ne-
cessity coefficient M based on the measured values of the en-

gine speed nME and the boost pressure p2. This is the first step of the 
authors in the use of neural networks for the service classification 
of a turbocharger. The next planned step is to extend the classifica-
tion of the need for service to include the mechanical element of the 
turbocharger, i.e., turbine blades or compressor flow channels. These 
elements are shown in figures 1 and 2. After determining the mea-
sured parameters, based on which it is possible to indicate the place of 
maintenance of the turbocharger. The study of the problem during the 
research showed that there are other strong diagnostic relationships to 
be applied in decision support using artificial neural networks. One 
of them is the relationship of charge air pressure with turbocharger 
rotor unit speed and charge air pressure with fuel rail indicator [2]. 
This provides a basis for further experiments supporting turbocharger 
service decisions based on the values of these parameters. The authors 
plan experiments using methods other than error backpropagation.

Fig. 20.	 The result from the neural network learning process in the form of linear regres-
sion

Fig. 21.	 M index values obtained from neural network for measurement 
points
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1. Introduction, motivation and objectives of the re-
search

In the times of increasingly intensive traffic on the roads and higher 
speeds reached by vehicles, the passive safety of motor vehicles is 
becoming a very important issue often determining the survival of the 
traveling people. One of the key aspects of passive safety is a properly 
designed crumple zone, of which crash boxes are a very important 
element. Crash boxes are mounted on the side members inside the 
engine compartment, connected by a rigid beam, which is hidden un-
der the bumper and is designed to absorb energy in low-speed crashes 
(15-20 km/h) protecting the above-mentioned side members from 
damage, which is costly and time-consuming to repair. This makes a 
big difference to vehicle operation in terms of repair costs and time 
out of service. The presence of crash boxes at higher speeds is also 

The paper presents the possibility of neural network application in order to identify the 
most advantageous design variants of column energy absorbers in terms of the achieved en-
ergy absorption indicators. Design variants of the column energy absorber made of standard 
thin-walled square aluminium profile with triggers in the form of four identical cylindrical 
embossments on the lateral edges were considered. These variants differ in the diameter 
of the trigger, its depth and position. The geometrical parameters of the trigger are crucial 
for the energy absorption performance of the energy absorber. The following indicators are 
studied: PCF (Peak Crushing Force), MCF (Mean Crushing Force), CLE (Crash Load Effi-
ciency), SE (Stroke Efficiency) and TE (Total Efficiency). On the basis of numerical studies 
validated by experimentation, a neural network has been created with the aim of predicting 
the above-mentioned indices with an acceptable error for an energy absorber with the trigger 
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effective multilayer perceptron can successfully speed up the design process, saving time on 
multivariate time-consuming analyses.
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important, as they are able to absorb quite a large portion of energy for 
their size, which consequently leads to much less destruction of this 
part of the vehicle and in the case of extremely high energies increases 
the chances of survival of the driver and passengers. 

In the modern design process, the artificial neural network tech-
nique is often used among other things because of its high predic-
tive capability, which makes it possible to arrive at optimal solutions 
at a lower cost. Simplifying, a typical ANN acts like a black box, 
transforming input data into output data by applying various learning 
procedures. An ANN mimics biological neurons in that it has many 
non-linear computational agents working in parallel. All these com-
putational agents are tightly coupled by weights, which are carefully 
modified by learning algorithms to improve their prediction perform-
ance or to search for optimal, maximum or minimum values. In this 
paper, ANN is used to predict the values of energy-absorption indica-
tors in relation to the geometrical parameters of the trigger and its 
position. 

The main objective of this study is to present the possibility of us-
ing a neural network to identify the most favourable design variants 
of column energy absorbers in terms of the energy absorption rates 
achieved. Design variants of the energy absorber in the form of a thin-
walled square column made of aluminium alloy with triggers in the 
form of four identical cylindrical embossments on the lateral edges 
were considered. The variants differ in the diameter of the trigger, its 
depth and position. The geometrical parameters of the trigger are cru-
cial to the energy absorption performance of the absorber. The main 
task of the work was therefore, based on numerical studies verified 
experimentally, to create a neural network that would predict energy-
absorption rates with acceptable error for an energy absorber with a 
trigger with specific geometrical parameters and position.

2. State of art: an overview
Designers of crumple zones intended to absorb impact energy must 

satisfy two major, often conflicting requirements: minimizing the ini-
tial load while maximizing the amount of energy absorbed. The initial 
load at the moment of impact must not be too high to avoid excessive 
decelerations during vehicle impact (biomechanical reasons). On the 
other hand, the main requirement is the maximum possible energy 
absorption and dissipation capacity to make these zones effective. 
Therefore, it is important, the search for an optimal design of these 
elements, maximize the energy absorption and minimize the ratio of 
the initiating peak crushing force (PCF) to the mean crushing force 
(MCF). 

Thin-walled metal tubes, are broadly used as energy absorbers 
because they are relatively cheap and efficient in absorbing energy. 
Square, rectangular or circular tubes are commonly used but other 
cross-section shapes have also been analyzed for their suitability [7, 
31], as well as multi-cornered [1, 35] multi-cell [12, 28, 42] and bi-
tubal designs [38, 45]. The behavior of these types of structures dur-
ing axial, oblique and lateral crushing has been extensively studied 
over the past decades. This research has been reflected in numerous 
publications, among which review articles have been published more 
and more over the years [6, 9, 40, 43]. Abramowicz [2] presented 
deep considerations based on analytical description and experimental 
studies of thin-walled structures subjected to axial crushing force, al-
though the first paper appeared much earlier in the 1960s [5]. Howev-
er, mainly due to the underdevelopment of numerical methods, it took 
another decades before the field could develop. Many relevant pa-
pers were presented in the 1st International Symposium on Structural 
Crashworthiness held in Liverpool in 1983, which were collected in a 
special issue of the International Journal of Mechanical Science (9/10, 
1983). At that time, valuable books also appeared [49–51]. 

In his work [6] Alghamdi was one of the first to systematize the 
works that appeared until the end of the 20th century, dividing en-
ergy absorbers according to the shape of the cross-section but also the 
way of operation. Nurick et al [43], on the other hand, limited their 

review to axially impacted tubular structures to which imperfections 
in the form of recesses, notches or combinations thereof were intro-
duced, but also presented interesting results for “prebuckle” struc-
tures. Hollow or foam-filled structures were considered. A separate 
section describes the behavior of structures that are ripped into strips 
during axial impact. On the other hand, publication [9] based on an 
extensive literature review, presents a comprehensive review of recent 
developments in the crashworthiness of TW tubes used in vehicles, 
with a focus on topics that have emerged in the last fifteen years, 
such as crash optimization design and energy absorption responses 
of unconventional thin-walled components, including multi-cell 
tubes, functionally graded thickness tubes. Both hollow and foam-
filled structures operating under axial, lateral, oblique, and bending 
loads were considered, including foam-filled structures with graded 
functionality. The paper [40] mainly discusses the current state of 
knowledge on energy absorption of gradient structures and materials 
and the effect of gradient properties on their crashworthiness. These 
advanced energy-absorbing structures and materials primarily include 
thin-walled structures with variable diameter/width/wall thickness/
strength, variable density cellular materials and their filler structures, 
and other hybrid structures with multiple graded properties. It is un-
doubtedly a very developing direction, pursued both by academia and 
industry. An example of a publication where crashworthiness issues 
are presented in various aspects of aero-structure design and testing is 
work of Xianfeng Yang et al. [41] presenting a systematic review of 
the literature and specific helicopter design solutions. Also notewor-
thy are the very valuable, even fundamental books [19, 27] on which 
crashworthiness researchers are based, as evidenced by the fact how 
often they are quoted.

In the work of Langseth at al [24], extrusions with square cross-
section, made of aluminum alloy, were subjected to static and dynam-
ic analysis. Both experimental studies and numerical simulations (LS-
DYNA code) were carried out. The specimens were prepared with a 
small trigger in the form of embossments on opposite walls. Tests were 
conducted for two variants of its position: in the middle plane and on 
top. The behavior of the structure was tested at different tup weights 
and different impact velocities. Both the initiating peak crushing force 
PCF and the mean crushing force MCF were calculated.

In publication [4], Alavi Nia et al conducts a study of aluminum 
thin-walled structures with triangular, square, hexagonal and octago-
nal cross-section made in two multi-cell and one hollow variants. It 
has been shown that regardless of the configuration of the location of 
the inner walls of multi-cells, the SEA (Specific Energy Absorbed) is 
always greater than for the profile in a simple form, while the variant 
in which the inner walls of multi-cells connect with the outer profile 
in the middle of the walls and not at the corners is much more advan-
tageous. Another very important conclusion that disqualifies multi-
cell profiles from certain applications is that there is a 30 to 120% 
increase in PCF force compared to a plain profile, and this result is 
obtained for quasi-static tests and can be even higher for dynamic 
tests. Such an increase will result in a drastic increase in overload dur-
ing the initial crush phase. Unfortunately, CLE values are not under 
investigation and it is uncertain whether the CLE value (Crash Load 
Efficiency) ultimately decreased or increased despite the increase in 
PCF and MCF.

The paper [25] analyzed the effect of the placement of triggers in 
the form of grooves on square section profiles on the PCF (called 
maximum compressive repulsive force by the authors) and the amount 
of energy absorbed. The optimal groove layout was obtained by intro-
ducing indentations with a pitch corresponding to the fold wavelength 
accurately estimated from the computer simulation. An important 
conclusion is that excessive concentration of triggers although leads 
to a reduction in PCF the member undergoes destruction which is a 
combination of global buckling and progressive folding and as a result 
does not absorb energy as well. Incidentally, this is one of the first 
papers, and unfortunately few, in which the triggering mechanism was 
properly appreciated. In many papers the role of triggers is down-
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played as if their role was limited only to the initiation of the crushing 
process, while their influence on the achieved parameters, especially 
CLE, is undeniable.

In a paper published by Rai et al [34], two decades later, the effect 
of the triggering mechanism on the crushing force efficiency of alumi-
num tubular absorbers was investigated. Different triggering mecha-
nisms such as cut-out, circumferential notch and end- fillet were in-
vestigated using a validated numerical model. Based on the numerical 
and experimental results, it was found that tubes made of aluminum 
showed better crashworthiness compared to steel tubes. According to 
these results, the developed trigger mechanisms significantly change 
the crash performance of tubular absorbers. The crushing force effi-
ciency doubled with the most effective trigger mechanism, while the 
stroke and specific energy absorption efficiencies decreased by 4% 
and 15%, respectively. 

Very interesting results concerning the triggering mechanism and 
circumferential stresses in thin-walled tubes of square and circular 
cross-sections, whose geometry was perturbed by the use of corruga-
tions are presented in [11]. Undoubtedly, this work should be contin-
ued as far as the determination of energy absorption coefficients is 
concerned. On the other hand, in the work of Zhang et al. [46] numeri-
cal investigations were presented concerning the course of the crush-
ing process and the improvement of energy absorption achieved by 
applying pyramidal embossments arranged in a certain pattern on the 
whole lateral surface of the specimen in two configurations but also 
with different number of pyramids placed on the specimen depending 
on the size of a single base element. Also this valuable work demands, 
after overcoming technological problems, experimental verification.

A very valuable publication is the work of Karagiozova and Jones 
[20] where the dynamic elastic-plastic buckling of thin-walled square 
tubes was studied from the point of view of the propagation of the 
elastic-plastic stress wave that originated from axial impact load. The 
influence of the impact velocity and the striking mass on the devel-
opment of the buckling shape was discussed when considering the 
transient deformation process. The wave behavior in square tubes was 
also compared with geometrically equivalent circular tubes. 

Axial crushing of square crash boxes was also the subject of a very 
interesting publication by Jafarzadeh-Aghdam and Schröder [18], 
where the authors addressed the problems of experimental validation 
and the large number of irreproducible test results. There is an inter-
esting description of the influence of stress wave propagation, exist-
ing imperfections as a source of this irreproducibility.

At the turn of the centuries, a new class of tubular energy absorbers 
emerged, which are classic axially loaded thin-walled metal columns 
filled with foam or honeycomb structures. Energy absorbers of this 
type absorb energy during the crushing process both through phenom-
ena in the metal profile itself and in the filling. Due to the existence 
of many parameters affecting the energy absorption capacity of such 
columns and the interaction between the outer shell and the filling, 
optimization procedures had to be developed. One of the first attempts 
in this field was published by Zarei and Kroger [44], who performed 
an optimization of a tube filled with aluminum foam and also ana-
lyzed hollow tubes.

In the first decade of the 21st century, multi-cell columns, both 
empty and filled with foam, were implemented as energy absorbers 
[12]. Yin et al [42] presented the results obtained using the non-linear 
LS-DYNA finite element code, for six types of foam-filled multi-cell 
thin-walled structures (FMTS) with different cell numbers. During 
the process of multi-objective optimization design (MOD), four kinds 
of commonly used metamodels was established to reduce the com-
putational cost of crash simulations by the finite element method. A 
very interesting concept of energy absorbing structure was presented 
in Luo’s work [28], where the energy absorption properties of square 
tubes have been significantly increased by replacing ultra-thin solid 
walls into sandwich walls. On the other hand, W. Liu et al. in paper 
[26], performed multi-objective crash optimization of star sandwich 
tubes. A rather promising approach to improve the energy efficiency 

and impact performance of thin-walled structures was proposed by 
Zhang et al in their paper [48], by introducing a thickness gradient 
in the cross-section. Experimental studies were first carried out for 
square tubes with two types of thickness distribution, and only then 
FE numerical analyses were carried out to confirm the experimental 
results. On the other hand, in the paper [33], the authors addressed 
the issue of evaluating the crashworthiness of newly designed mul-
ticellular structures with different structural forms (i.e. square, hex-
agonal, octagonal, decagonal and circular). The optimisation problem 
consisted of minimising the PCF and maximising the SEA and the 
variables were geometrical parameters related to the cross-sectional 
area and, more specifically, to the ratio of the inner and outer tube 
dimensions. Geometrical dimensions of these structures were opti-
mized using ANNs and GA (genetic algorithm) by considering three 
different scenarios. The optimal structures were compared together 
from the crashworthiness point of view by considering two conflict-
ing crashworthiness indicators namely SEA and PCF using a decision 
making method called TOPSIS (technique for ordering preferences by 
similarity to ideal solution).

The paper [16] presents the results of numerical tests of impact and 
energy absorption capacity of thin-walled aluminum columns, hav-
ing a square cross-section and spherical indentations on their lateral 
surfaces. The numerical models were validated using an experiment 
conducted on the drop hammer. The crushing behavior of the columns 
and some crashworthiness indicators were investigated. The most 
beneficial design/construction alternatives in terms of achieved crash 
performance have been indicated. Numerical analysis of the thin-
walled structure with different trigger locations was also conducted 
in article [36].

The article by Zhang & Huh [47] presents a numerical study of the 
behaviour of longitudinally grooved square tubes made of steel during 
dynamic axial compression. The simulations took into account phe-
nomena such as the distribution of effective plastic strain and thick-
ness changes resulting from the stamping process. Apart from force-
displacement characteristics, only PCF and SEA were determined.

The influence of triggers in the form of cylindrical symmetrical 
indentations located at the edges of columns on the performance of 
the structure and energy-absorption indicators was analysed in a paper 
[15], where advanced numerical studies with experimental validation 
were demonstrated. The present work is a continuation of those con-
siderations. 

Optimisation of structural crashworthiness and energy absorption 
has become an important research topic due to its proven benefits for 
public safety. Fang et al provide a comprehensive review of the im-
portant studies on design optimization for structural crashworthiness 
and energy absorption [13]. The design criteria used in crashworthi-
ness and energy absorption studies are reviewed and surrogate model-
ling for evaluating these criteria is discussed. Multi-objective optimi-
zation, optimization under uncertainties and topological optimization 
from concepts, algorithms to applications in crashworthiness studies 
are also reviewed. 

The analysis of bibliography indicates a recent publication on the 
application of artificial intelligence methods with energy-absorption 
analysis. Baykasoğlu et al [10] described designs of novel lattice 
structure filled square thin-walled tubes by using a compromise pro-
gramming based multi-objective crashworthiness optimization proce-
dure. An artificial neural network is employed for predicting values 
of the objective functions. Laban et al [23] provides insights into the 
sensitivity of braided carbon-kevlar round tubes to external damages 
and neural network-based models that can predict the consequences 
of damages on the crush behaviour. Paygozar and Dizaji analyzed a 
damper of high-rise structures using artificial neural network [32]. Lit-
erature studies have also shown interesting publications on the use of 
neural networks and FEM for crashworthiness studies. In a paper [29], 
Marzbanrad and Elbrahimi conducted a numerical crushing study of 
thin-walled circular aluminium tubes to investigate their behaviour 
under axial impact loading for five crushing parameters using multi-
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objective optimisation with a weighted sum method. To improve the 
accuracy of the optimisation process, artificial neural networks were 
used. A genetic algorithm was also implemented. Finite element code, 
capable of evaluating the crushing parameters, from which the output 
is used to train and test the developed neural networks. In Mirzaei et 
al article [30] the multi-objective optimization of cylindrical alumini-
um tubes under axial impact load was presented. A back-propagation 
neural network was constructed as the model to formulate the map-
ping between variables and objectives. The finite element software 
ABAQUS/Explicit was used to generate the training database for the 
network, as in our research. Validating the results of finite element 
model, several impact tests are carried out using drop hammer. In [37] 
the finite element model of the CFRP tube was developed using the 
Tsai-Wu failure criterion to model the crush characteristics. A series 
of FEM simulations were conducted considering different fiber direc-
tions and the number of layers to generate enough data for construct-
ing the artificial neural network. 

The literature analysis has shown that more and more research in-
terest is directed towards coupling numerical simulations validated by 
experiment and analysis using neural networks. There are few works 
that would give answers to questions concerning the optimal configu-
ration of geometrical parameters of triggers and their location from 
the point of view of crashworthiness. It was the authors’ ambition 
to at least partially fill this gap. Due to the fact that the triggering 
mechanism is most effective in simple structures, the consideration 
was limited to square section structures, which despite the emergence 
of research on multicell, multicorner and bitubal structures are still 
widely used due to their simplicity and cheapness. Not without signif-
icance is the fact that geometrically more complex structures, despite 
showing a much higher SEA value compared to simple ones, generate 
a much higher PCF value which affects the overloads to which the 
protected object is subjected. This eliminates this type of structures 
from certain applications.

In this paper [21], the crashworthiness of composite rectangular 
tubes was analysed using experimental and ANN techniques. Based 
on the experimentally obtained values of different impact strength pa-
rameters under different loading conditions, ANN models were con-
structed to determine the optimum cross-sectional ratio of the laminat-
ed composite to achieve the target mechanical properties, such as load 
carrying capacity and energy absorption. There are many publications 
in which artificial intelligence has been used to predict specific pa-
rameters. In paper [8] the authors illustrated this using fatigue crack 
length as an example, while paper [3] applied the network to aircraft 
engine failure prediction. An interesting look at energy efficiency is-
sues on another technical facility is shown in publication [22].

The literature review shows that the issue of predicting the values 
of energy-absorbing indices using ANNs is novel and can significant-
ly speed up the process of developing an energy-absorber with the 
desired parameters. The considerations carried out in this work are 
of universal character, however, they were conducted on the basis of 
one type of trigger - a cylindrical symmetrical embossment on the 
side edge. The influence of geometrical parameters of triggers (di-
ameter of cylindrical embossment and its depth) and their location 
on the achieved energy absorption indicators was studied. The neural 
networks created on the basis of validated numerical tests allowed 
predicting what results in terms of energy absorption rates will be 
achieved by an energy absorber with a trigger of any set of geometri-
cal parameters and its position. This makes it possible to obtain the 
result much faster and at a lower cost. This opens the way to the issue 
of synthesis of energy-absorber parameters with the desired energy-
absorbing indicators. The conducted studies using neural networks 
also gave an answer to the question of the level of significance of a 
given parameter on the obtained indicators, as the same effect can be 
obtained by appropriately changing different geometrical parameters 
and position.

2. Crashworthiness indicators
Among the various indices for assessing structural crashworthiness, 
specific energy absorption (SEA) is commonly used to quantify the 
energy absorption capacity of different types of energy absorbers or 
different structural materials. It is the quotient of the energy absorbed 
and the mass of the energy absorber. The value of the absorbed energy 
EA is commonly obtained by determining the area under the crush-
ing force-displacement (shortening) curve over a segment equal to the 
crushing distance. Since in the considerations carried out in this work 
a constant drop energy is assumed and the mass of all energy absorber 
models is identical - the SEA index loses its comparative aspect and 
is practically invariable for all columns considered and amounts to 
SEA= 14,617 kJ/kg. Besides, the EA and SEA energy values do not 
show by themselves whether the energy absorption process was ef-
fective, so the following indicators will be used in the considerations: 
PCF, MCF, CLE, SE and TE (abbreviations will be explained below). 
The initial peak crushing force PCF, occurring in the first millisec-
onds after impact, is an extremely important factor for biomechanical 
reasons and, therefore, a maximum reduction is sought at the design 
stage. Reducing this force is the simplest way to maximise the crash 
load efficiency index CLE, which is given by the formula: 

	 100%MCFCLE
PCF

= ⋅ 	 (1)

Alternatively, it is defined as crash force efficiency CFE:

	
MCFCFE
PCF

= 	 (1a)

Another crashworthiness indicator is stroke efficiency SE, which 
represents the deformation capacity of an absorber and it is defined 
as follows:

	
o

USE
L

= 	 (2)

where, U represents its maximum shortening (crushing distance) 
and Lo its initial length. 

The most desirable value of the SE factor is the highest, corre-
sponding to the highest value of the crushing distance. The optimum 
structure during the crushing process should be able to use its entire 
available length to absorb the impact energy, obviously if the impact 
energy is large enough to cause such a large deformation. This is why 
SE is one of the basic indicators of crushing performance. A combina-
tion of the CLE (CFE) and the stroke efficiency SE was proposed by 
Hanssen et al. [17] as total efficiency TE to assess the whole perform-
ance of an energy absorber. This can be a percentage or a dimension-
less value depending on whether the factor is CFE or CLE, as shown 
below:

	 [ ]        %TE CLE SE= × 	 (3)

	 [ ]       TE CFE SE= × − 	 (3a)

4. Subject of the investigation
The subjects of the study were thin-walled aluminum tubes of square 
section with four dents formed by cylindrical embossing at the corners 
on each tube. All tube models are characterized by the cross-sectional 
dimensions □40x1.2 and the constant height l=200 mm. The dent’s 
geometry was described by the diameter D and the depth g which 
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can easily be related to the overall dimension of the column section, 
while the position of the trigger is defined by the dimension h, which 
is the distance of its centre plane from the bottom edge as shown in 
Figure 1.

Fig. 1.	 Construction drawing of the column model with cross-section in the 
trigger location plane

The research program included 
the realization of a series of models 
differing in geometrical parameters 
of dent and its position. In the first 
round of research, a total of 103 
models were numerically analyzed 
in order to obtain not only results, 
but above all data to create a neural 
network and predict the behavior 
and energy absorption capacity for 
any data configuration (D, g, h). The 
range of diameters of dent D was 
from 20 to 80 mm (50-200% of col-
umn width) and its depth g from 2 
to 10 mm (5-25% of column width). 
The trigger position h ranged from 
20 mm to 100 mm (mid surface) 
measured from the bottom edge. The 
following model designation has 
been adopted: the first letter denotes the type of trigger D (dent), then 
the subsequent dash gives the diameter of the trigger D, its depth g 
and its position h preceded by the letter h. For example, a model with 
a trigger diameter of 40 mm and a depth of 8 mm placed at a height of 
30 mm was designated D-40-8-h30. 

5. FE model
An analysis of the crushing behavior of the tested columns was car-
ried out using FEM simulations. The Abaqus 2019 code of the Ex-
plicit method was used. The model of the thin-walled column with 
an embossment was made directly in the Part module (Figure 2a), 
instead of importing the geometry from Catia v5 system, as it was 
the case in previous publications [14, 15]. This approach allows, by 
editing the sketch, to quickly modify the geometric parameters, which 

significantly reduces the time needed to perform subsequent structural 
variations, as shown in Figure 2b.

During the development of the FE model, this column was placed 
between two rigid plates, to which its edges were connected by means 
of Tie bonds. At the geometric centers of the plates, reference points 
RP were created, where the impact force (at the bottom point) and 
acceleration, velocity, displacement (at the top point) were recorded 
during the numerical simulation. The assembly model with reference 
points is shown in Figure 3a, and with the mesh created using 4-node 
shell elements S4R in Figure 3b. It can also be seen that a partitioning 
technique was used to create a uniformly divided mesh. 

The contact domain was set up as the General Contact option (all 
with self). In the tangential plane, the contact properties of Penalty 
type were assumed, with a coefficient of friction equal to 0.2. The be-
haviour in the normal plane was declared as the Hard Contact option. 
On the lower rigid plate all degrees of freedom were disabled, while 
on the upper plate, which takes the impact, only displacement in the 
vertical direction was allowed. 

The column was subjected to an impact load with a kinetic energy 
of E= 1.47 kJ corresponding to a mass of m= 60 kg falling with an 
initial velocity of V0= 7 m/s. Since the research program included ex-
perimental validation of the model, the properties of the EN AW6063-
T6 material from which the column is made were determined by 
static tensile testing of samples cut from the profile by waterjet. The 

material properties obtained in this way is shown in Table 1. Since 
aluminum alloys do not exhibit a significant sensitivity to the strain 
rate [39], a tri-linear material model was applied, neglecting the effect 
of the strain rate yet taking account of strain hardening. Constitutive 
relation does not cover the failure criterion. The numerical analysis 
of column crushing was carried out in two stages. In the first stage, a 
buckling analysis was carried out which resulted in buckling modes, 
of which the first will be needed for further computations. In the sec-
ond stage, a non-linear geometrical problem of impact with a rigid 
plate of given energy is analysed, where the first buckling mode, ac-
cording to which the real structure behaves, is implemented as a geo-
metrical imperfection by means of special procedure. The omission 
of this procedure would lead to results of the deformation form, and 
therefore of the other results, significantly deviating from the reality 
represented by the experiment. The first mode of column buckling is 
shown in Figure 3c.

Fig. 2.	 FE model a) Column model with trigger on example of D-40-5-h30 model b) Modifiable sketch of trigger posi-
tion and its geometrical parameters

Table 1.	 Mechanical properties of aluminum alloy AW6063-T6

Tri- linear characteristic Elongation [-]

Young’s Modulus E  [MPa] 70 000 Yield  Strength σY  [MPa] 200 0

Density ρ  [kg/m3] 2 700 249.5 0.00248

Poisson’s ratio υ   [-] 0.33 Ultimate tensile strength σult 
[MPa] 271.8 0.0598
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6. Experimental verification of numerical model
Impact tests were carried out using an Instron CEAST 9350HES drop 
hammer rig, a general view of which is shown in Figure 4a. Specimen 
D-40-6-h30 was selected for verification testing, and their designation 
was extended to include the S1,S2,S3 end. The columns were plugged 
at the ends by attaching cubes with holes for air evacuation during the 
crushing process. The column and cubes were mounted on measuring 
table equipped with a piezoelectric force sensor as can be seen in Fig-
ure 4b. The specimens were made from standard aluminum extrusions 
with square cross-section of 40 mm × 40 mm and wall thickness of 
1.2 mm by cold stamping of their edges using a hydraulic press and 
an instrumentation - a special die consisting of a divided inner part, an 
outer part and punch, which is shown in Figure 4c. 

Fig. 4.	 Investigation and manufacture of triggered columns (a) General view 
of the drop hammer rig (Instron CEAST 9350HES) (b) Specimen D-40
-6-h30_S1 mounted on a test bench (c) Instrumentation for making 
dents

As a result of the tests carried out, the load-shortening 
characteristics were obtained, which are presented in 
Figure 5 together with the curve for model D-40-6-h30_
FEM, obtained by FEM calculations. As can be seen, the 
waveforms obtained from the drop tower are very close 
to those obtained from the FEM simulation. This is also 
a result of validation procedures consisting mainly in a 
precise adjustment of the mesh density, the main purpose 
of which was to obtain a similar crush distance. Subse-
quent force peaks occur at similar deformation stages 
(similar displacement) and their number is identical as is 
the number of folds that form as a result of the impact. It 
also shows that the material model adopted is sufficient 
to represent well the phenomena occurring during the 
crush. The FEM model is reliable and gives a good de-
scription of reality in terms of characteristics. The defor-
mation forms produced as a result of the impact, despite 
the apparent slight skewness of specimens S1 and S2, 
correspond very well to those obtained from the FEM 
calculations, as can be seen in Figure 6.

As a consequence, the quality of the model is also 
very good in terms of calculating the energy absorption indicators. 
Table 2 shows the results of the calculations, which were based on the 
characteristics mentioned above. The calculations for the experiment 
are based on three tests and have been averaged for comparison with 
the FEM results. Similar validation studies on a different machine and 
at a different drop energy have already been carried out and presented 
in the paper [15], however, the purpose of the present publication re-
quired them to be carried out again due to the change in material, 
column height and the higher drop energy that can be achieved on the 
machine the authors have in their possession. The relatively small dis-
crepancies between the calculated values, shows that the developed 
FEM model can be the basis for extensive parametric analyses and 
gives credence to the conclusions that will be drawn from it. More 
comprehensive experimental studies are planned for other projects in 
the future. 

Fig. 5. Crushing force- shortening diagram obtained from experiment and 
FEM simulation for D-40-6-h30 models

7. Parametric study
Using the advanced and experimentally validated FE model, described 
in Chapter 5, by varying the geometric parameters of the crush initia-
tor and its location, various model configurations were created and 

Fig. 3.	 FE model a) Assembly view with rigid plates and reference points b) with mesh c) first 
buckling mode

Table 2.	 Crashworthiness  indicators obtained from experiment and FEM simulation, comparison

Model EA [J] U3MAX [mm] MCF [kN] PCF [kN] CLE [%] SE [-] TE [%]
D-40-6-h30_S1 1484,656 105,80 14,0324 45,0554 31,14 0,5290 16,48
D-40-6-h30_S2 1475,578 104,85 14,0739 43,5271 32,33 0,5242 16,95
D-40-6-h30_S3 1480,098 106,99 13,8345 44,6539 30,98 0,5349 16,57

Experiment Mean Value 1480,111 105,88 13,9803 44,4121 31,49 0,5294 16,67
D-40-6-h30_FEM 1468,047 107,25 13,6877 43,1998 31,68 0,5363 16,99
Difference [%]* 0,82 1,30 2,09 2,73 0,63 1,30 1,95

* – in relation to experimental values
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subjected to numerical simulation of an impact with an energy cor-
responding to the experiment, in order to determine the crush force-
shortening characteristic, which in turn is the basis for determining 
the energy absorption indicators. Examples of this type of characteris-
tic are shown in Figure 7, with the results presented for a fixed trigger 
position relative to the base, which is h=30 mm. The individual curves 
present the results according to a certain key, showing how changing 
the diameter of the cylindrical embossment influences the curves at a 
certain embossment depth. 

The calculated indicators for this group of models are presented in 
Table 3. It can easily be seen that the key parameter is the embossing 
depth, while its diameter is of significance, but much smaller. The 
value of the crush initiation force PCF is practically determined by 
the embossing depth. It can be seen not only in the table, but also by 
analysing successive diagrams (Figure 7), where the value of PCF 
decreases with increasing embossing depth, while within individual 
diagrams PCF remains practically constant with little dependence on 
embossing diameter. It can also be seen from the graphs that in the 
initial phase of the crush, when the thin-walled structure disturbed 
by the presence of the trigger is deformed under impact, the value of 
shortening accompanying the transition of the structure to the phase 
of forming the first fold increases with the increase of the diameter of 
the embossing at constant depth. This is very well seen in particular 
in Figure 7c. The amount of energy absorbed in this crushing phase 
of the structure is therefore quite varied and affects the subsequent 
behaviour of the structure.

The minimisation of the PCF force is critical to maximise the value 
of the CLE index, as the MCF varies little with the change in trigger 

Fig. 6.	 Deformation forms of model D-40-6-h30 (a) deformed specimens just 
after the test (b) comparison of deformed specimens (c) deformation 
shape of the FEM model

Fig. 7.	 Crushing force vs shortening diagrams obtained for columns with different trigger geometric parameters and constant trigger position. The individual 
graphs refer to the changing depth of the trigger for different dents’ diameters: a) D=20-80 mm, g=3 mm, h=30mm, b) D=20-80 mm, g=4 mm, h=30mm, 
c) D=20-80 mm, g=5 mm, h=30mm, d) D=20-80 mm, g=6 mm, h=30mm

a)

c)

b)

d)
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Fig. 7.	 (cont.) Crushing force vs shortening diagrams obtained for columns with different trigger geometric parameters and constant trigger position. The individu-
al graphs refer to the changing depth of the trigger for different dents’ diameters: e) D=20-80 mm, g=7 mm, h=30mm, f) D=20-80 mm, g=8 mm, h=30mm, 
g) D=20-80 mm, g=9 mm, h=30mm, h) D=20-80 mm, g=10 mm, h=30mm

e)

g)

f)

h)

Table 3.	 Crashworthiness indicators obtained from FEM numerical calculations for specific trigger geometric parameters - Part 1 (fixed trigger posi-
tion h=30 mm, its diameter D and depth g are varied)

No Model Designation D [mm] g [mm] h [mm] PCF [kN] MCF [kN] CLE
[%]

SE
[-]

TE
[%]

1 D-20-2-h30 20 2 30 47,084 12,952 27,507 0,5669 15,595

2 D-20-3-h30 20 3 30 45,636 14,124 30,949 0,5196 16,082

3 D-20-4-h30 20 4 30 43,877 14,678 33,454 0,4999 16,724

4 D-20-5-h30 20 5 30 41,457 13,903 33,537 0,5277 17,697

5 D-20-6-h30 20 6 30 39,513 14,412 36,475 0,5089 18,562

6 D-20-7-h30 20 7 30 37,211 13,967 37,533 0,5250 19,706

7 D-20-8-h30 20 8 30 34,664 13,637 39,342 0,5380 21,165

8 D-20-9-h30 20 9 30 32,317 13,873 42,927 0,5287 22,696

9 D-20-10-h30 20 10 30 29,381 14,152 48,168 0,5185 24,975

10 D-30-2-h30 30 2 30 47,537 13,339 28,060 0,5505 15,456

11 D-30-3-h30 30 3 30 45,940 13,595 29,593 0,5396 15,968

12 D-30-4-h30 30 4 30 44,467 14,711 33,084 0,4988 16,501

13 D-30-5-h30 30 5 30 42,271 13,988 33,091 0,5243 17,350

14 D-30-6-h30 30 6 30 40,897 13,978 34,179 0,5247 17,934

15 D-30-7-h30 30 7 30 40,897 13,776 33,685 0,5323 17,929

16 D-30-8-h30 30 8 30 36,308 13,966 38,466 0,5249 20,191

17 D-30-9-h30 30 9 30 33,389 13,789 41,298 0,5317 21,958
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18 D-30-10-h30 30 10 30 30,140 13,423 44,535 0,5476 24,388

19 D-40-2-h30 40 2 30 47,567 13,123 27,588 0,5601 15,451

20 D-40-3-h30 40 3 30 46,233 13,569 29,348 0,5406 15,867

21 D-40-4-h30 40 4 30 45,123 14,185 31,437 0,5171 16,256

22 D-40-5-h30 40 5 30 43,200 13,443 31,119 0,5459 16,988

23 D-40-6-h30 40 6 30 41,152 13,688 33,262 0,5363 17,837

24 D-40-7-h30 40 7 30 39,516 13,572 34,345 0,5407 18,570

25 D-40-8-h30 40 8 30 37,758 13,682 36,236 0,5361 19,425

26 D-40-9-h30 40 9 30 34,100 13,441 39,416 0,5456 21,505

27 D-40-10-h30 40 10 30 30,958 13,046 42,141 0,5619 23,678

28 D-50-2-h30 50 2 30 47,599 13,481 28,322 0,5468 15,486

29 D-50-3-h30 50 3 30 46,506 14,118 30,357 0,5197 15,778

30 D-50-4-h30 50 4 30 45,222 13,751 30,408 0,5334 16,218

31 D-50-5-h30 50 5 30 43,493 13,254 30,474 0,5536 16,871

32 D-50-6-h30 50 6 30 42,108 13,194 31,334 0,5561 17,426

33 D-50-7-h30 50 7 30 40,316 13,428 33,306 0,5463 18,195

34 D-50-8-h30 50 8 30 37,891 13,292 35,080 0,5519 19,360

35 D-50-9-h30 50 9 30 34,221 13,320 38,924 0,5505 21,427

36 D-50-10-h30 50 10 30 31,633 13,195 41,713 0,5558 23,183

37 D-60-2-h30 60 2 30 47,597 13,370 28,089 0,5496 15,438

38 D-60-3-h30 60 3 30 46,378 14,467 31,194 0,5073 15,824

39 D-60-4-h30 60 4 30 45,130 13,705 30,367 0,5352 16,251

40 D-60-5-h30 60 5 30 43,954 12,999 29,574 0,5645 16,695

41 D-60-6-h30 60 6 30 42,560 12,894 30,295 0,5693 17,248

42 D-60-7-h30 60 7 30 41,185 13,008 31,583 0,5639 17,810

43 D-60-8-h30 60 8 30 38,553 13,700 35,535 0,5352 19,018

44 D-60-9-h30 60 9 30 36,382 14,354 39,453 0,5110 20,159

45 D-60-10-h30 60 10 30 32,490 14,002 43,096 0,5239 22,577

46 D-70-2-h30 70 2 30 47,574 13,279 27,912 0,5533 15,445

47 D-70-3-h30 70 3 30 46,589 13,982 30,011 0,5251 15,757

48 D-70-4-h30 70 4 30 45,332 13,288 29,313 0,5522 16,187

49 D-70-5-h30 70 5 30 44,327 12,608 28,443 0,5827 16,575

50 D-70-6-h30 70 6 30 43,039 12,210 28,369 0,6016 17,067

51 D-70-7-h30 70 7 30 41,237 13,057 31,662 0,5620 17,795

52 D-70-8-h30 70 8 30 39,686 12,814 32,288 0,5727 18,492

53 D-70-9-h30 70 9 30 36,262 12,497 34,462 0,5875 20,246

54 D-70-10-h30 70 10 30 33,020 12,990 39,340 0,5647 22,216

55 D-80-2-h30 80 2 30 47,579 13,474 28,320 0,5452 15,440

56 D-80-3-h30 80 3 30 46,639 13,292 28,500 0,5520 15,733

57 D-80-4-h30 80 4 30 45,530 13,221 29,038 0,5551 16,118

58 D-80-5-h30 80 5 30 44,644 12,872 28,832 0,5701 16,437

59 D-80-6-h30 80 6 30 43,581 12,939 29,690 0,5673 16,843

60 D-80-7-h30 80 7 30 41,973 12,883 30,694 0,5695 17,479

61 D-80-8-h30 80 8 30 39,730 12,378 31,156 0,5927 18,467

62 D-80-9-h30 80 9 30 36,995 12,443 33,635 0,5895 19,827

63 D-80-10-h30 80 10 30 34,144 12,772 37,407 0,5745 21,490
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Table 4.	 Crashworthiness indicators obtained from FEM numerical calculations for specific trigger geometric parameters- Part 2 (fixed trigger diam-
eter D=40 mm, its depth g and position h are varied)

No Model Designation D [mm] g [mm] h [mm] PCF [kN] MCF [kN] CLE
[%]

SE
[-]

TE
[%]

1 D-40-2-h20 40 2 20 47,768 13,305 27,853 0,5509 15,345

2 D-40-2-h30 40 2 30 47,567 13,123 27,588 0,5601 15,451

3 D-40-2-h40 40 2 40 47,832 13,364 27,939 0,5484 15,322

4 D-40-2-h50 40 2 50 48,522 13,099 26,996 0,5593 15,099

5 D-40-2-h60 40 2 60 48,838 13,748 28,150 0,5328 14,998

6 D-40-2-h70 40 2 70 48,847 14,092 28,849 0,5203 15,009

7 D-40-2-h80 40 2 80 48,635 14,395 29,598 0,5093 15,075

8 D-40-2-h90 40 2 90 48,984 14,574 29,753 0,5032 14,971

9 D-40-2-h100 40 2 100 49,264 14,845 30,134 0,4937 14,878

10 D-40-4-h20 40 4 20 45,416 12,827 28,243 0,5714 16,138

11 D-40-4-h30 40 4 30 45,123 14,185 31,437 0,5171 16,256

12 D-40-4-h40 40 4 40 44,656 13,539 30,318 0,5412 16,410

13 D-40-4-h50 40 4 50 45,242 14,494 32,037 0,5056 16,197

14 D-40-4-h60 40 4 60 46,608 13,429 28,813 0,5453 15,711

15 D-40-4-h70 40 4 70 47,464 13,739 28,946 0,5333 15,436

16 D-40-4-h80 40 4 80 47,694 13,787 28,907 0,5313 15,358

17 D-40-4-h90 40 4 90 47,982 13,476 28,086 0,5436 15,266

18 D-40-4-h100 40 4 100 48,573 13,522 27,839 0,5418 15,082

19 D-40-6-h20 40 6 20 41,533 13,522 32,557 0,5347 17,409

20 D-40-6-h30 40 6 30 41,152 13,688 33,262 0,5363 17,837

21 D-40-6-h40 40 6 40 41,340 13,522 32,709 0,5516 18,043

22 D-40-6-h50 40 6 50 41,909 13,522 32,265 0,5577 17,996

23 D-40-6-h60 40 6 60 42,358 13,522 31,923 0,5480 17,493

24 D-40-6-h70 40 6 70 42,502 13,522 31,815 0,5534 17,608

25 D-40-6-h80 40 6 80 42,563 13,522 31,769 0,5666 17,999

26 D-40-6-h90 40 6 90 42,927 13,522 31,500 0,5612 17,678

27 D-40-6-h100 40 6 100 43,653 13,522 30,976 0,5600 17,346

28 D-40-8-h20 40 8 20 36,941 12,649 34,241 0,5797 19,851

29 D-40-8-h30 40 8 30 37,758 13,682 36,236 0,5361 19,425

30 D-40-8-h40 40 8 40 37,026 12,599 34,027 0,5818 19,798

31 D-40-8-h50 40 8 50 39,158 12,986 33,163 0,5630 18,671

32 D-40-8-h60 40 8 60 39,993 13,209 33,028 0,5545 18,315

33 D-40-8-h70 40 8 70 40,164 12,843 31,976 0,5692 18,202

34 D-40-8-h80 40 8 80 40,321 12,722 31,552 0,5763 18,184

35 D-40-8-h90 40 8 90 40,395 12,838 31,781 0,5717 18,170

36 D-40-8-h100 40 8 100 40,526 12,995 32,066 0,5643 18,095

37 D-40-10-h20 40 10 20 31,032 13,188 42,498 0,5564 23,646

38 D-40-10-h30 40 10 30 30,958 13,046 42,141 0,5619 23,678

39 D-40-10-h40 40 10 40 31,137 12,589 40,431 0,5826 23,557

40 D-40-10-h50 40 10 50 35,219 12,799 36,341 0,5731 20,828

41 D-40-10-h60 40 10 60 36,485 12,876 35,291 0,5696 20,102

42 D-40-10-h70 40 10 70 36,633 12,777 34,878 0,5733 19,997

43 D-40-10-h80 40 10 80 36,804 12,490 33,937 0,5872 19,927

44 D-40-10-h90 40 10 90 39,109 12,928 33,056 0,5674 18,757

45 D-40-10-h100 40 10 100 39,010 12,866 32,981 0,5704 18,812
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depth. The highest energy-absorbing CLE indicators are obtained for 
maximum embossing depth and minimum embossing diameter.

In order to broaden the base of results, which is necessary due to 
the quality of the neural network being built and its predictive capabil-
ities, further design variations of the energy absorbers were modelled 
and numerical calculations were carried out according to an identi-
cal procedure. The results of these calculations are shown in Table 4, 
where the results are given for a fixed trigger diameter and the depth 
of the embossing and its position (in the range up to 100 mm) was 
changed. The next Table 5 contains the results of models character-
ized by mostly boundary geometric parameter values. Obtaining these 
data significantly improved the prediction quality of the network.

8. Multilayer perceptron networks study
Neural networks are signal processing mathematical models. The 
most popular structure of Artificial Neural Network is multilayer per-
ceptron. This network model consists of numerous neurons set in lay-
ers. Regardless of the type, each neural network uses numerical input 
values and sets numerical output values. 

In regression issues, the aim is to estimate the value of the continu-
ous output variable. The values of PCF, CLE, SE, TE indicators from 
the numerical experiment are the values of output variables. Trigger 
parameters were taken as input variables. These are position (h), depth 
(g) and diameter (D), which are shown in Tables 3-5. These param-
eters are discussed in detail in Chapter 4.

Regression problems are represented by data sets, in which the out-
put variable is numerical. Figure 8 shows one of the most frequently 
used activation functions used in the research - the logistic activation 
function.

Fig. 8. Logistic activation function

This is an S-function. Output values bound between 0 and 1, nor-
malizing the output of each neuron. This type of activation function 
enables clear predictions. For x above 2 or below -2, the prediction 
value is close to 1 or 0. The logistical function is smooth and easily 
differentiated, these features enable the network training algorithm 
to work. 

The function can be represented by the equation:

	 ( ) 1
1 xu x

e−
=

+
	 (4)

Two MLP neural networks were used in the numerical study. Based 
on preliminary experiments, it was decided to test networks with four 
and five neurons in the hidden layer. Table 6 lists the values of the train-
ing rates for the MLP networks with respect to predicted indicators.

The Broyden-Fletcher-Goldfarb-Shanno (BFGS) training method 
is a quasi-Newton method. In numerical optimization, the algorithm 

Table 5.	 Crashworthiness indicators obtained from FEM numerical calculations for specific trigger geometric parameters- Part 3 (other configura-
tions)

No Model Designation D [mm] g [mm] h [mm] PCF [kN] MCF [kN] CLE
[%]

SE
[-]

TE
[%]

1 D-20-2-h20 20 2 20 47,884 13,463 28,115 0,5428 15,261

2 D-20-3-h100 20 2 100 49,331 14,493 29,379 0,5086 14,943

3 D-20-6-h60 20 6 60 42,124 13,841 32,858 0,5326 17,501

4 D-20-10-h20 20 10 20 28,956 13,459 46,480 0,5461 25,382

5 D-20-10-h100 20 10 100 39,195 13,730 35,031 0,5260 18,427

6 D-40-10-h20 40 10 20 30,982 13,244 42,747 0,5558 23,757

7 D-40-10-h80 40 10 80 38,145 13,014 34,118 0,5662 19,317

8 D-60-5-h80 60 5 80 47,061 12,989 27,601 0,5676 15,666

9 D-60-7-h50 60 7 50 40,929 12,994 31,747 0,5671 18,003

10 D-80-2-h20 80 2 20 47,901 13,350 27,870 0,5521 15,386

11 D-80-2-h100 80 2 100 49,318 14,586 29,575 0,5054 14,946

12 D-80-6-h60 80 6 60 44,499 12,337 27,724 0,5978 16,574

13 D-80-10-h20 80 10 100 39,555 13,396 33,867 0,5509 18,656

Table 6.	 Artificial neural network operation parameters

Network
Quality Training 

algorithm
Error 

function
Activation 
(Hidden)

Activation 
(Output)Training Testing Validation

MLP 3-4-4 0,895826 0,904728 0,977966 BFGS 34 SOS Logistic Logistic

MLP 3-5-4 0,893355 0,892867 0,977768 BFGS 27 SOS Logistic Logistic

Table 7.	 Networks sensitivity (training set)

Network Diameter D Depth g Position h 

MLP 3-4-4 2,364994 17,73557 4,105513
MLP 3-5-4 2,262062 17,07618 3,951909
Mean value 2,313528 17,40587 4,028711
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Table 8. Correlation rates

PCF CLE SE TE

Training Testing Valida-
tion Training Testing Valida-

tion Training Testing Valida-
tion Training Testing Valida-

tion

MLP 
3-4-4 0,98828 0,99415 0,99515 0,94571 0,97153 0,99600 0,66706 0,66181 0,92606 0,98225 0,99143 0,99466

MLP 
3-5-4 0,98645 0,98932 0,99428 0,94480 0,97031 0,99385   

0,66068 0,62273 0,92870 0,98150 0,98913 0,99424

Fig. 9. Residual analysis for the CLE parameter

Fig. 10. Residual analysis for the SE parameter

Fig. 12. Analysis of the forecast to the observed value for the indicator

Fig. 13. Analysis of the forecast to the observed value for the indicator

Fig. 14. Analysis of the forecast to the observed value for the indicatorFig. 11. Residual analysis for the TE parameter
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BFGS is an iterative method for solving non-linear optimization prob-
lems. The error function is the sum of the squares (SOS) of the devia-
tions between the reference value and the network output.

The sensitivity analysis shows that the depth of the trigger is the most 
important parameter (Table 7). Another important parameter is the posi-
tion of the initiator. The least important is the diameter of the dent.

The parameters of neural models, except SE, show high correlation 
for all datasets: training, testing and validation (Table 8).

It is worthwhile to examine the distribution of the residuals, i.e. the 
differences between the output variable and its prediction (Figures 
9-11).

For both active networks, the histograms indicate that the residuals 
are more or less normally distributed around zero, which is in line 
with the general assumption of normal noise in the data. Wider histo-
grams indicate more noise. A histogram that is too narrow compared 
to the amount of noise in the data would indicate that the network is 
overfitting. Histogram examination shows that the residues are close 
to normal distribution with a zero average.

It is a good indication that the network has discovered the assumed 
noise model. We assume that noise on the target variables is normally 
distributed with zero mean and an unknown variance.

Figures 12-14 show the relationship of the results obtained by the 
neural network depending on the actual value. These graphs show the 
effectiveness of the two MLP networks analysed.

The figures 15-22 show the values of the analysed indicators de-
pending on the geometric parameters and position of the trigger.

It can be seen from the above graphs that in some cases, it is pos-
sible to fit a surface plot representing the function of the dependence 
of the CLE, PCF, SE and TE parameters on the input geometric pa-
rameters.

Figures 15 and 17 show that especially changing the dent depth 
definitely affects the CLE, PCF, TE and SE parameters. The diam-
eter of the trigger particularly influences the determination of the SE 
parameter.

Figures 16 and 18 indicate that a significant change in CLE and 
PCF indicators occurs with a high depth and low trigger position con-
figuration.

9. Final conclusions
The conducted research has shown that artificial neural networks 

can be applied to predict the values of crashworthiness indicators with 
an acceptable error. 

Fig. 15. PCF value as a function of depth g and diameter D

Fig. 17. CLE value as a function of depth g and diameter D

Fig. 16. PCF value as a function of depth g and position h

Fig. 18. CLE value as a function of depth g and position h
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There are minor differences between the network models studied. 
It is important to note that the simpler the model the faster it operates. 
Quality differences between networks with four and five neurons in 
the hidden layer are below 2% (Table 6). 

From the network sensitivity analysis it can be concluded that by 
far the most important parameter for the performance of the model is 
the trigger depth. The position of the trigger and the diameter affect 
the performance of the MLP to a lesser extent. This conclusion should 
be taken into account when designing energy-absorbing models.

The overall quality of the network performance was about 90% 
for the training set and over 97% for the test data. The correlation 
coefficients indicate that the SE coefficient was the most difficult to 
predict. For the PCF, CLE and TE coefficients the prediction quality 
was 95-99% (Table 8).

In order to confirm the universality of the neural network perfor-
mance, an additional numerical experiment was introduced. The ran-
dom models, including two with parameters outside the range that was 
used to training the ANN were tested (D-80-4-h140, D-100-8-h50). 
Figure 23 shows the crushing force-shortening characteristics and Ta-
ble 9 shows the indicator results for the random test specimens. 

Predictions of indicators were then made for the test specimens 
and their values were compared with the results obtained by the FE 

Fig. 21. TE value as a function of depth g and diameter D Fig. 22. TE value as a function of depth g and position h

Fig. 23. Crushing force vs shortening diagrams obtained for testing models

Fig. 19. SE value as a function of depth g and diameter D Fig. 20. SE value as a function of depth g and position h
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method. The predicted indicator values along with the percentage dif-
ference from the FE calculations are shown in Tables 10 and 11.

In terms of predicting the PCF values, the maximum differences 
are found in the MLP-3-4-4 network and are about 3.75%, while for 
the MLP-3-5-4 network they are maximum 2%. Regarding the MCF 
and CLE indicator, the maximum differences in both networks were 
obtained for out-of-range specimens and are between 5-8.5%, where 
again the MLP 3-5-4 network had better prediction properties. The 
prediction of the SE indicator, also obtains maximum differences for 
out-of-range specimens. These differences are between 5.5 and 6.5% 
and apply to MLP3-4-4 networks, while for MLP3-5-4 networks they 

slightly exceed 4,8%. Good prediction properties are shown by both 
networks when it comes to the calculation of TE, which is after all 
the product of SE and CLE, despite the relatively high differences 
obtained in the prediction of individual factors. This is because these 
factors are predicted most often simultaneously with over- and under-
estimates. 

As a practical aspect of the research carried out, it should be em-
phasised that the use of multilayer perceptron can successfully speed 
up the design process.

The study carried out, although it concerns an energy absorber with 
a specific type of trigger, can be successfully extended to energy ab-
sorbers with other types of trigger, provided that it is characterised by 
several geometrical parameters whose interaction is difficult to grasp. 
As part of such work, a neural network is planned for an energoab-
sorber with a trigger in the form of spheroidal embossments on the 

lateral surfaces, where some results on experimentally validated nu-
merical analysis have already been shown [16]. 
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Table 9.	  Crashworthiness indicators obtained for testing models from FE 
simulations

Designation PCF 
[kN]

MCF 
[kN] CLE [%] SE 

[-]
TE 

[%]

D-20-6-h20 38,898 14,657 37,680 0,5022 18,923

D-20-6-h80 40,751 13,915 34,148 0,5293 18,074

D-60-6-h100 45,712 13,191 28,857 0,5580 16,103

D-60-8-h60 39,416 13,190 33,461 0,5388 18,859

D-80-4-h60 47,370 13,597 28,703 0,5422 15,563

D-80-4-h140 48,918 12,861 26,291 0,5721 15,040

D-100-8-h50 41,058 13,442 32,739 0,5472 17,915

Table 10. Crashworthiness indicators obtained from MLP 3-4-4 NN and relative error values in relation to FE simulation results

Relative error (difference)

Designation PCF [kN] MCF [kN] CLE [%] SE 
[-]

TE 
[%]

ΔPCF
[%]

ΔMCF
[%]

ΔCLE
[%]

ΔSE
[%]

ΔTE
[%]

D-20-6-h20 39,434 14,355 36,243 0,5137 18,218 1,38 2,06 3,81 2,29 3,72

D-20-6-h80 42,000 13,780 32,753 0,5381 17,463 3,07 0,97 4,08 1,67 3,38

D-60-6-h100 45,965 13,275 29,894 0,5537 16,612 0,55 0,64 3,59 0,77 3,16

D-60-8-h60 39,838 12,918 32,502 0,5698 18,627 1,07 2,06 2,86 5,55 3,13

D-80-4-h60 47,196 13,141 28,558 0,5565 15,784 0,37 3,35 0,50 2,64 1,42

D-80-4-h140 48,718 13,508 28,027 0,5407 15,439 0,41 5,03 6,60 5,48 2,65

D-100-8-h50 42,603 12,568 29,946 0,5827 17,614 3,76 6,50 8,53 6,49 1,68

Table 11.	Crashworthiness indicators obtained from MLP 3-5-4 NN and relative error values in relation to FE simulation results

Designation PCF [kN] MCF 
[kN] CLE [%] SE 

[-]
TE 

[%]
ΔPCF
[%]

ΔMCF
[%]

ΔCLE
[%]

ΔSE
[%]

ΔTE
[%]

D-20-6-h20 39,683 14,525 37,339 0,5053 18,644 2,02 0,90 0,91 0,62 1,48

D-20-6-h80 40,692 13,757 33,970 0,5351 18,099 0,14 1,14 0,52 1,09 0,14

D-60-6-h100 46,598 13,201 29,660 0,5588 15,956 1,94 0,08 2,78 0,15 0,91

D-60-8-h60 39,827 13,073 32,688 0,5632 18,421 1,04 0,89 2,31 4,34 1,99

D-80-4-h60 47,560 13,391 28,821 0,5504 15,556 0,40 1,51 0,41 1,51 0,04

D-80-4-h140 49,069 13,596 27,958 0,5445 15,022 0,31 5,71 6,34 4,83 0,12

D-100-8-h50 41,025 12,927 31,535 0,5695 17,911 0,08 3,83 3,68 4,07 0,03
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